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ABSTACT 

This paper presents a new method for solving Substation Expansion Planning (SEP) problem using three basic 

algorithms in fuzzy clustering. Clustering algorithms are mainly associated with distance functions and measure 

dissimilarities of data set in different clusters. It is equivalent to measure similarities of data in a cluster. That is, a lot 

of varieties exist to find and create such arranged clusters. The proposed clustering algorithms are Hard C-Means 

(HCM), Fuzzy C-Means and Possibilistic C-Means. At first, each algorithm is introduced and the differences are 

characterized. Objective function and optimization procedure of each algorithm are described afterward. Proper 

evaluation was done by simulating each algorithm. On the other hand, one of the complex and difficult issues in power 

systems is to find an appropriate response for substation expansion planning. By inspiring from HCM clustering 

method and by adding some necessary constraints, a new method was developed for solving SEP problem.  The 

proposed method was applied to a typical network and good results were obtained. The results showed that the 

proposed method was highly effective in dealing with large networks. One of the features of this method is the 

possibility of introducing the location of new substations during the substation expansion planning. The fast 

convergence, conformity of solution with engineering perspectives, consideration of real-world networks limitations 

as problem constraints and simplicity in applying to real networks are the other features of the proposed method. 
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1.  INTRODUCTION       

The term “clustering” refers to partitioning data set into 

subsets or separated clusters. So that data contained in a 

cluster has common features as much as possible and 

data contained in separate clusters, on the other hand, 

has different features as much possible [1]. Clustering 

methods are mainly used to reduce data elements. 

Instead of dealing with large sets of scattered data, 

arranged groups can be found by using this method. 

Clustering algorithms are mainly associated with 

distance functions and measure dissimilarities of data 

set in different clusters. It is equivalent to measure 

similarities of data in a cluster. That is, a lot of varieties 

exist to find and create such arranged clusters [1].  

One of the complex and difficult issues in power 

systems is to find an appropriate response for 

Substation Expansion Planning (SEP) [2]. Generally, 

SEP can be expressed as an optimization problem. In 

any optimization problem, the decision variables and 

the technical and economic constraints must be 

determined. The number, size and location of new 

substations, number and expandable capacity of 

existing substations, number and conductor type of new 

installed feeders, etc., are the main optimization 

parameters and decision variables of the problem under 

consideration [2-5]. 

So far, different algorithms have been developed by 

researchers for this purpose. For example, 

mathematical planning methods, integer programming 

approach, dynamic programming algorithm, linear 

programming, mixed integer linear programming, and 

Branch-and-Bound dynamic programming can be 

found in the literature [2-12]. Other related references 

are [13]-[16], which employed the Genetic Algorithm 

(GA) to the SEP, [5] and [17-19] which considered the 

effect of uncertainty on some variables such as the 

amount of loads and [20], which employed the 

Simulated Annealing (SA) to search for the best 

solution among all possible solutions. Moreover, in 

[21] distribution expansion planning considering 

distributed generations is studied. 

The abovementioned methods have some drawbacks, 

for example, in applying to large scale networks, 

finding the candidates of installation of new 

substations, and low speed of algorithm convergence. 
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Along with studying various algorithms of fuzzy 

clustering, a new method is developed to find the 

solutions of SEP in the present work which most of 

these drawbacks are overcome in the presented method. 

The main advantage of the presented clustering-based 

method is to find the location of candidates of new 

substations automatically that is a major drawback of 

the other previous methods. 

Fuzzy clustering methods and basis of the SEP problem 

are described in the next sections. 

 

 
Fig. 1.  Set of 100 data points 

 

 
(a) 

 

 
(b) 

 

 
(c) 

Fig. 2.a,b,c. Three clustered data set by HCM 
 
 

2. BASIC CLUSTERING ALGORITHMS   

Fuzzy C-Means (FCM) and Possibilistic C-Means 

(PCM) that derived from Hard C-Means (HCM) are 

described in this section. 

Because the algorithms are based on objective function, 

after describing objective function of each algorithm 

the optimization procedure to minimize them is 

characterized. 

 

A. Hard C-Means 

Allocation each data jX in the data set 

  p
XnxxX  ,,...,

1
 to each cluster i , in 

the HCM algorithm, is unique. Set of clusters 

 c ,...,1
 is an extensive partition of data 

set X in c disjoint subsets i  (1<c<n). 

Data partition in HCM is optimal when the sum of 

squares of the distances between cluster centers and 

data points assigned to them is minimum [1]. Equation 

(1) describes the objective function of HCM. 
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Where  cCCC ...,1  is set of clusters 

prototypes; ijd is distance between jX and cluster 

center iC ; U is partition matrix of c × n (binary 

matrix); and the uij indicates the assignment of data to 

clusters. 

 

 1,0iju                                                                  (2) 

 

The following constraint ensures each data point is 

assigned exactly to one cluster: 
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Extensive partitions and avoiding the impracticable 

solution are resulted from constraint (3). Also, no 

cluster should remain empty, so: 

 



n

j

ij ciu
1

...,1,0                               (4) 

 

Jh depends on c and U, which are found by NP-hard to 

minimize the C-means objective function [3]. Then, 

using alternating optimization (AO) scheme, the HCM 

clustering algorithm minimizes Jh [4]. Description of 

the method is neglected that is beyond the scope of this 

paper. The complete explanation of the method can be 

found in [1]. 

To achieve an appropriate criterion for comparing the 

algorithms, some examples are simulated for each case. 

Figure 1 shows a set of 100 completely dispersed data 

points. In Figure 1 the data is assigned to three clusters. 

Results of different executions of the three clusters are 

shown in Figures 2 to 4. 

Detail review of Figure 2 shows several different 

clusters for a set of 100 data points obtained by HCM. 

This is a feature of HCM to be easily stuck in local 

minima which makes it necessary to conduct several 

runs of the algorithm with different initializations. 

Afterward, best obtained result can be chosen based on 

the values of Jh [1]. 

 

B. Fuzzy C-Means 

According to the descriptions in [1], “fuzzy cluster 

analysis allows gradual memberships of data points to 

clusters measured as degrees in [0,1]. Aside from 

assigning a data point to clusters in shares, membership 

degrees can also express how ambiguously or definitely 

a data point should belong to a cluster. The concept of 

these membership degrees is substantiated by the 

definition and interpretation of fuzzy sets [5]”. For 

more description of the method and their equations go 

to [1]. 

To make clear the performance of the FCM, follow the 

examples. In Figure 3, FCM clustering is performed to 

partition the data set into only one cluster. Since the 

data is normally distributed, the optimal point of the 

cluster is zero. The location of cluster does not change 

with different repetitions. This characteristic of FCM 

says that it has no tendency to be stuck into local 

minima. Another noticeable point regarding HCM is 

specified from Figure 4. Where the data set is 

partitioned into five clusters, the fourth and fifth 

clusters converge to the second and third clusters. This 

is derived from the fact that in the FCM clustering 

method the clusters may be overlapped and this makes 

the clusters to converge to each other [1]. 

The FCM algorithm is known as a steady and robust 

classification method. Compared with the HCM, its 

initialization is absolutely hard and it is not likely to get 

stuck in an unwanted local minimum of its objective 

function in practice [6]. 

 

C. Possibilistic C-Means 

According to [1]: “Fairly high values for the 

membership of datum in more than one cluster can lead 

to the impression that the data point is typical for the 

clusters, but this is not always the case. Consider, for 

example, the simple case of two clusters shown in 

Figure 5. Datum x1 has the same distance to both 

clusters and thus it is assigned a membership degree of 

about 0.5. This is plausible. However, the same degrees 

of membership are assigned to datum x2 even though 

this datum is further away from both clusters and 

should be considered less typical. Because of the 

normalization, however, the sum of the memberships 

has to be 1. Consequently x2 receives fairly high 

membership degrees to both clusters”. Description of 

the method and their equations can be found in [1]. 

The results of clustering with the PCM method are 

illustrated in Figures 6 and 7. In Figure 6, using PCM 

the data set is partitioned into three clusters that the 

centers of the clusters are pictured. According to Figure 

6 and the dispersion of the centers, it is clear that some 

numbers of data are unallocated to clusters. Therefore, 

PCM does not have a comprehensive partition of data 

set [1]. 

Because of the nature of the PCM and also separately 

calculation of the objective function of each cluster, if 

there exists a global optimum all clusters move toward 

that point in the data set and coincide. This is evident 

from Figure 7 that the cluster center 5 moves toward 

the cluster center 4 to coincide. 

Application of HCM method in a newly developed 

algorithm to solve the SEP problem is discussed in 

section 3. 

 

 
Fig. 3. FCM clustering of data set into one cluster 

 

-3 -2 -1 0 1 2 3
-2.5

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

2.5

X

Y



Majlesi Journal of Electrical Engineering                                                                      Vol. 8, No. 4,  December 2014 

 

30 

 
Fig. 4. FCM clustering of data set into five clusters 
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Fig. 5. A situation in which the probabilistic 

assignment of membership degrees  is counterintuitive 

for datum x2 [1]. 
 

 
Fig. 6. The PCM clustering of data set in 3 clusters 

 

 
Fig. 7. The PCM clustering of data set in 5 clusters 

3. Substation Expansion Planning by Clustering 

Method 

Due to the nature of substation expansion planning 

HCM method was used to develop an applicable 

algorithm to solve SEP. For detailed discussion of SEP 

see [22]. 

 

A. Substation Expansion Planning 

Substation expansion planning is implemented in 

transmission, sub-transmission and distribution levels 

independently. Location of distribution substations 

depends on the way consumers are distributed 

geographically, and the location of sub-transmission 

substations depends on the location of distribution 

substations. Similarly, the location of transmission 

substations depends on the way sub-transmission 

substations are located. To find the configuration and 

location of substations in a level, therefore, either 

geographical distribution of loads and their quantity or 

geographical distribution of downward substations may 

be used along with their loads. Considering 

geographical distribution of the loads it is obvious that 

the connection among the downward substations and 

studied substations are not determined, while their 

primary connection is not a question in the study. 

Rated capacity of each substation (S) can be obtained 

as follows: 

 

S = minimum capacity of (transformers, disconnectors, 

etc.)                                                                             (5) 

 

Total loads fed by each substation must be less than 

installed capacity of substation. Equation (6) expresses 

this constraint: 

 

  SLSk 1                                                            (6) 

 

Where k is the capacity of each substation as reserve 

ranging between (0, 1). This constraint, like LOLP 

(Loss of Load Probability) in generation expansion 

planning or single contingency in transmission 

expansion planning, models the reliability in the study. 

In addition, SL is total loads fed by the corresponding 

substation (MVA). 

As mentioned earlier, the loads are fed through the 

output feeders of substations. Each feeder, regarding its 

conductor type, is able to transfer a certain amount of 

power. It is the first constraint of feeders expressed in 

(7): 
 

fa SLOAD                                                                (7) 

 

Where, LOADa is the amount of load fed by feeder 

(MVA) and Sf is the rated capacity of feeders (MVA). 

Taking into account maximum permissible voltage 

drop, a feeder is able of transferring a certain amount of 
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power for a certain distance. This is the second 

constraint of feeders. To express this constraint, a 

certain MVA×L value is attributed to each particular 

feeder. This value can be calculated with regards to 

resistance and reactance of feeders per length. Thus, 

Equation (8) is also satisfied: 
 

LMVALOADL aa 
                                            (8) 

 

Where, La is distance between load point and 

substation under study (length of feeder) and MVA×L 

is the product of the capacity and the length of feeders. 

The loads or downward substations must be supplied 

with the lowest possible cost. There are four 

components in the cost function. First component is 

installation cost of new substations, the second one 

includes the cost of feeders that feeds the loads, the 

third one is the cost of expansion of the existing 

substations, and finally the last component represents 

the cost of losses in feeders and substations (no-load 

losses of transformers). Therefore, the objective 

function to be minimized in this study is given as: 

 

Objective Function = min {inst_cost + feeder_cost + 

exp_cost + loss_cost}                                                 (9) 

 

Where, inst_cost is cost of installing a new substation 

($), feeder_cost is cost of installing a new feeder ($), 

exp_cost is cost of expanding an existing substation 

($), and loss_cost is cost of power losses in feeder and 

substation ($)  

The clustering method, as a powerful tool for solving 

the above complicated optimization problem, will be 

discussed in what follows. 

 

B. The Proposed Clustering Algorithm 

Cost of feeding of each load from all substations is 

calculated in the proposed algorithm, and each load is 

attributed to the substation with the lowest feeding cost. 

Then, by subtracting the sum of the allocated loads of 

each substation and its permitted capacity (considering 

the reserve coefficient), an index is calculated for all 

substations. Negative index implies that sum of the 

loads attributed to the substation is higher than its 

capacity. 

Furthermore, other indices are calculated by subtracting 

the cost of feeding each load from a substation with 

second priority and the lowest feeding cost of each load 

for all the loads attributed to each substation. Among 

the attributed loads of a substation, the largest index 

means that feeding cost of the load from other 

substations is higher than other loads of the substations. 

Thus, to reach the minimum objective function, loads 

arranged in descending order are fed by the substation 

with the lowest index respectively.  

Loads are eliminated from the cluster by being fed 

through related substation and this process is repeated 

until the substation reaches its nominal capacity. When 

this process is over, related substation is eliminated 

from the substations list and the process is repeated 

from the beginning for the other existing substations 

from substations list. 

If all of the loads are fed from the existing substations, 

there will be no need to install a new substation. 

Otherwise, there are two possible solutions. If it is 

possible and economic, numbers of substations will be 

expanded. Otherwise, new substations should be 

installed. To do this, the gravity center of the largest 

load and the nearest load to it is the candidate to install 

a new substation. When the voltage drop constraint 

allows, the old gravity center is replaced by the 

calculated one which is the gravity center of the former 

center and the nearest load to it. While the exact 

location of the new substation is not characterized, the 

process keeps running. 

 Capacity of new substation is specified according to 

the total of the loads allocated to the substation when 

its location is determined. Cost of installing the 

substation and feeders are two to be considered in 

calculating the objective function. By installing the new 

substation, the algorithm is repeated all over until all 

the loads are supplied. 

When this process is over, all of the loads are supplied 

and the location and capacity of new installed 

substations are characterized. Furthermore, the 

expanded substations and capacity of expansion of each 

substation are specified. As a result, the network is 

expanded and will be adequate in the horizon year. 

Figure 8-a shows part 1 and Figure 8-b shows part 2 of 

the flowchart of the proposed algorithm. 
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start

Getting initial data

Calculate feeding cost of each load center from all substations 

and allocate each load center to a substation which imposes the 

lowest feeding cost

Are the existing 

feeders able to 

supply the loads
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substations and remove them from the loads 
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IC index for the loads are attributed to it and sort them 

in descending order according to IC index

Select load center with the largest IC 
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above substation 
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Decrease the 
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of load center and 
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intended load center 

from sum of load 

centers  

Are there allocated 

load center and does 

substation have free 

capacity?
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substation?
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studied 

substation from 
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substations
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Replace  the 

intended 

load’s IC 

index with 
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Fig. 8 .(a). Flowchart of the proposed algorithm for SEP 

 
4. THE RESULTS APPLIED ON A TYPICAL 

NETWORK  

In this section, a typical network is considered that is 

consists of 31 load centers and 5 existing substations. 

Parameters of the network including profiles of the 

feeders, cost of installation and expansion of the  

substations, the parameters of the loads and substations 

are given in [22]. 

Figure 9 shows SEP response to the proposed network. 

Three substations are installed with capacities of 15, 30 

and 30 MW and some of the substations are expanded. 

Details of the software output are listed in Table I. 
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Fig. 8 (b). Flowchart of the proposed algorithm for SEP 

 
Fig. 9. The output of the clustering approach to SEP for the given network 
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Table 1. Results of applying the method to the typical 

network

Number of new installed 

substations 

3 

Sum of loads 152 (MW) 

Sum of the new substations 

capacity 

75 (MVA) 

Installation cost of the new 

substations 
7,500,000($) 

Expanded substations 1,2,3,4 

Sum of the old substations 

expansion capacity 
150 (MVA) 

Expansion cost of the old 

substations 
3,850,000($) 

Cost of feeders 6,463,000 ($) 

Total cost 17,813,000($) 
 

 

Compared to the results of the other methods – for 

example the GA results in [22] - the main advantages 

of the proposed algorithm are: ability to choose the new 

location of substations automatically, applicability on 

networks with large size, high speed of convergence, 

conformity of the presented answers with the 

engineering mentality, considering the real network 

constraints as the constraints of SEP problem and 

having no complexity of the method in applying to real 

networks. 

 

5. CONCLUSION 

The main methods of clustering were discussed in this 

paper. HCM uses a binary system (0, 1) for data 

assignment while FCM and PCM use membership 

degrees. The HCM is often stuck in local minima while 

this is not the case for PCM and FCM. For FCM, it was 

found capable of clustering overlaps while PCM was 

capable of clustering coincidences. 

Application of fuzzy clustering in SEP was also 

addressed in this paper and an algorithm was developed 

to solve SEP problem by observing the limitations on 

substation capacities, feeder capacities, and voltage 

regulations. The results of applying the proposed 

algorithm on a typical network were presented. The 

ability of the clustering based algorithm was proved as 

the results showed. 
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