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ABSTRACT: 

This review paper deals with performance analysis of the published works for circuit level realization of radix-4 Booth 

encoder/decoders. Starting from general concept of Booth algorithm in brief form, the conventional truth table is 

discussed. Subsequently, the modifications which led to the circuit level implementations along with the complete and 

comparative analysis for the selected works, is provided. Simulations using HSPICE for TSMC 0.18µm CMOS 

technology and 1.8V power supply have been performed for comparing these works. Considering the required 

optimizations applied to the mentioned works, it can be deduced that 1.5 XOR gate level delay is reachable for radix-4 

Booth encoding scheme while the output waveforms are free of any glitches. The optimized version of Booth encoder 

has been embedded in a 16x16 bit parallel multiplier in which, the measured latency after post layout simulations is 

1992ps; which demonstrates the high potential of chosen radix-4 Booth encoding scheme for utilization in high speed 

parallel multipliers. 
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1.  INTRODUCTION 

Although the history of binary numbers and their 

mathematical operations exceed a period of century [1], 

but the hardware implementation of such systems using 

Integrated Circuits (ICs) does not overstep 30 years. 

Among the operations involving binary numbers the 

multiplication drew a lot of interest because of its 

importance in today’s communication systems, DSP 

cores and computers [2]. Nowadays, the parallel 

multipliers play a significant role in those high speed 

systems and in most cases, the critical path delay which 

demonstrates the speed performance of the whole 

architecture belongs to the multiplier [3]. 

The most important part of speed enhancement for 

parallel multipliers pertains to the multiplication 

algorithm employed in the body of the system [4]. 

Depending on the size of the numbers to be multiplied, 

different algorithms have been employed. Some of the 

important ones are Wallace tree, Dadda tree and Booth 

encoding scheme where their mathematical origin starts 

from the middle years of 20th century. In 1951 Andrew 

Booth introduced his algorithm for multiplication of 

two signed numbers [5]. After that, Chris Wallace [6] 

and Luigi Dadda [7] announced their procedures in 

1964 and 1965, respectively. Although there were other 

algorithms for fast multiplication, but because of 

simplicity for hardware implementation, these three 

algorithms found their popularity and most of the 

modern multipliers are based on one of them. 

To design a parallel multiplier, three main building 

blocks must be cascaded [8] as follows: 

1) Partial Product Generation Block (PPGB). 

2) Partial Product Reduction Tree (PPRT). 

3) Final Adder. 

By considering the speed performance for the 

design of first stage, a comparative analysis 

demonstrates that Wallace algorithm performs better 

than Dadda structure [9]. On the other hand, none of 

these methods can outperform Booth algorithm. As a 

result, the first block is mainly implemented by means 

of Booth encoding system where Fig. 1 illustrates the 

general architecture of such multiplying system. For the 

second stage, Wallace tree and 4-2 compressors are the 

most famous candidates and for the final summation 

stage, the Carry Select Adder (CSA) have usually been 

employed along with other addition procedures. 

The demand for high speed signal processing 

systems on one hand and the necessity for power 

reduction of such systems on the other hand organize 

the most important challenges in the design criteria of 

parallel multipliers [10]. Being started in the early 90s 

[11], the design of high speed multipliers still has its 

own problems and many system optimizations have 

been carried out to overcome such difficulties. 
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Fig. 1. General architecture of a Booth Multiplier. 

 

One of the important issues about the speed 

behavior of a parallel multiplier pertains to the first 

stage where the partial products are being generated. 

Although so many structures for hardware 

implementation of Booth encoder/decoder have been 

reported in literature [12-17], but the research is still in 

progress to achieve an optimum architecture having the 

ability to operate in high frequencies while its power 

and active area consumptions are both low. 

In this paper, the best reported works have been 

analyzed regarding their utilized truth tables for Partial 

Product Generation (PPG) so that their advantages and 

drawbacks can be evaluated by the reader. For better 

comparison, all of the selected circuits are redesignated 

and simulated by HSPICE using TSMC 0.18µm CMOS 

technology and 1.8V power supply. At the final step, 

the optimized Booth encoder/decoder which has 1.5 

XOR gate level delay, is embedded in the body of 

16×16 bit parallel multiplier and the latency from 

inputs to the outputs has been measured which 

demonstrates that the proposed Booth encoding scheme 

can be widely employed in high speed multiplication 

systems. 

The paper is organized as follows. In section 2 the 

radix-4 Booth encoding is briefly discussed while 

section 3 belongs to the analysis of best reported works 

along with their comparison based on simulation 

results. Section 4 contains the optimized architecture 

for Booth encoder and it is followed with the design 

explanation of 16×16 bit multiplier and finally, the 

conclusions have been summarized in section 5. 

2.  RADIX-4 BOOTH ALGORITHM 

Employing two's complement notation firstly 

introduced by Andrew Donald Booth in 1951, the 

procedure in which two signed binary numbers are 

being multiplied is known as Booth's multiplication 

algorithm [5]. In simple words, it is based on 

investigation of adjacent pairs of bits of 

the multiplier 𝑌 to recode it. To start the recoding 

process, a special notation system must be defined in 

which the absolute values for 1, 0 and -1 are being 

considered. This is known as Signed Digit (SD) 

encoding system where 1 and 0 remain unchanged 

while -1 is treated as 1 [18]. 

Considering 𝑌 as multiplier and 𝑋 as multiplicand, 

if one desires to demonstrate the multiplication routine 

of 𝑋 × 𝑌 using Booth algorithm, 𝑌 must be rewritten in 

SD encoding system just as follows [19]: 

 

𝑌 = −𝑦𝑛−12
𝑛−1 + ∑ 𝑦𝑖

𝑛−2
𝑖=0 2𝑖              (1) 

 

     Where 𝑛 indicates the number of bits representing 𝑌 

and 𝑦𝑛−1 denotes the sign bit. By some changes in (1), 

it is obvious that: 

 

𝑌 = ∑ (𝑦𝑖−1
𝑛−1
𝑖=0 + 𝑦𝑖)2

𝑖               (2) 

 

    In which 𝑦−1 = 0. A close look to (2) reveals that 

the multiplier 𝑌 should be recoded to its scale factors (-

1, 0, 1) which justifies the use of SD system. To 

produce these factors, the multiplier should be grouped 

in the classes consisting of 2 bits and with the help of 

truth table illustrated in Table 1, the encoding will be 

carried out. 

 

Table 1. Radix-2 Booth encoding truth table. 

𝒀𝒊 𝒀𝒊−𝟏 Partial Product 

0 0 0×Multiplicand 

0 1 1×Multiplicand 

1 0 -1×Multiplicand 

1 1 0×Multiplicand 

 

This process known as radix-2 Booth encoding 

employs 3 types of operations to generate partial 

products. Based on Table 1, these functions are: 

1) For 00 and 11, the product is multiplication of 0 

to multiplicand. 

2) For 01, the product is multiplicand itself. 

3) For 10, the multiplicand must be complemented. 

Although it seems that the PPG becomes very 

simple, but this algorithm has two main disadvantages 
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which extremely limits its utilization for parallel 

multipliers and careful considerations must be fulfilled 

to make it applicable for hardware implementation of 

multipliers [20]. These drawbacks are: 

1) For isolated 1s, the algorithm becomes 

inefficient. 

2) The number of adding and subtracting 

operations is variable. 

To resolve the mentioned drawbacks, the radix-4 

Booth encoding has been proposed by system designers 

which is popular as Modified Booth Encoding (MBE) 

scheme and is widely utilized in parallel multiplier 

design criteria. Considering (1) for representation of 

multiplier in SD system, in radix-4 system 𝑌 can be 

rewritten as: 

 

𝑌 = ∑ (𝑦𝑖−1
𝑛−1
𝑖=0 + 𝑦𝑖 − 2𝑦𝑖+1)2

𝑖               (3) 

 

Following the method mentioned for radix-2 

system, the multiplier 𝑌 should be recoded to its scale 

factors (-2, -1, 0, 1, 2). By defining these factors as (-

2X, -X, 0, X, 2X), one can say that the multiplier must 

be grouped in the classes consisting of 3 bits and with 

the help of truth table shown in Table 2, the encoding 

will be done [17]. 

 

Table 2. Radix-2 Booth encoding truth table. 

𝒀𝒊+𝟏 𝒀𝒊 𝒀𝒊−𝟏 Partial Product 

0 0 0 0×Multiplicand 

0 0 1 1×Multiplicand 

0 1 0 1×Multiplicand 

0 1 1 2×Multiplicand 

1 0 0 -2×Multiplicand 

1 0 1 -1×Multiplicand 

1 1 0 -1×Multiplicand 

1 1 1 -0×Multiplicand 

 

To encode, 4 types of operations must be fulfilled 

for generation of partial products as summarized 

below: 

1) For scale factor 0, the multiplicand is zeroed. 

2) For scale factor 1, the multiplicand will directly 

be transferred to output. 

3) For scale factor 2, the partial product bits are 

shifted one position to the left. 

4) For sign extension scale factor, all of the 

multiplicand bits will be converted. 

The main advantage of MBE scheme over radix-2 

system in addition of solving the mentioned drawbacks 

is the reduction of partial product lines to half which 

emphasizes the efficiency of this system and draws the 

attention of circuit designers for its utilization in 

parallel multipliers. 

This simplification process can be continued to 

obtain radix-8 Booth encoding scheme and there are 

several works reported for hardware implementation of 

this system [21-23]. But as the complexity of such 

system is much higher than MBE architectures, it takes 

its first steps and is out of scope for this article. 

 

3.  HARDWARE IMPLEMENTATION OF MBE 

SYSTEM 

By means of definitions provided in previous 

section for general truth table of MBE scheme, 

hardware implementation of Booth multipliers started 

from the beginning of 1990s. Although a great speed 

enhancement had been achieved by means of this 

method, but the need for frequencies over GHz made 

the designers reinvestigate radix-4 Booth algorithm for 

any optimizations. 

Considering the XOR gate as standard one for 

propagation latency calculation, with the help of 

designed gates in [24] the obtained latency for earlier 

versions of Booth encoding circuits exceeds 5 XOR 

gate level delay. Also, the existence of glitch at the 

output waveforms was pushing the designers to employ 

buffers at the low latency paths to equalize all routes 

from inputs to the outputs at the expense of higher 

power dissipations. 

The year 2000 was the beginning of new era on the 

design criteria of high performance MBE architectures 

which was achieved by modifications applied to the 

general truth table (Table 2). Most of the reported 

works on the duration of 10 years could achieve 4 XOR 

gate level delay until in [15] and [17] the designers 

claimed the accomplishment to latencies less than 3 

XOR gate level delay. 

As our objective in this work is the analysis of best 

reported works to propose an optimized version of 

Booth encoding structure, four of the best reported 

works have been presented here with their design 

considerations. The advantages along with the 

drawbacks of these architectures are carefully being 

studied and their performance will be compared using 

simulation results. 

 

 
Fig. 2. The truth table reported in [14]. 
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In [14] an extended truth table for MBE system was 

presented which is shown in Fig. 2. Based on this truth 

table, two new variables were defined and the sign bit 

parameter was denoted by 𝑁𝐸𝐺. By means of these 

variables, two separate circuits have been proposed in 

which the former circuit is used for encoding and the 

latter one performs the operation of decoding. The 

whole structure is shown in Fig. 3 and can achieve the 

latency of 4 XOR gates. 

 

 
Fig. 3. Designed architecture in [14] (a) Booth encoder 

(b) Booth decoder. 

 

A closer look to the system of Fig. 3 demonstrates 

that the gate level delay for decoder circuit is 3 XOR 

logic gates which is a high value and degrades the 

performance of that part. But the main drawback of this 

system is the separation of encoding and decoding 

stages and results in increment of total gate count and 

active area consumption on chip. Meanwhile, the 

latencies for different inputs are not equal and as a 

result, the output waveforms will contain glitch. It must 

be mentioned that the critical path belongs to the path 

between 𝑦2𝑖−1 and the partial product. 

In this system, if the 𝑁𝐸𝐺 input can be carried to 

the first stage of the decoder circuit, the latency of the 

system can be reduced considerably. 

In [15] and [16], a new truth table for MBE scheme 

was introduced where three variables along with the 

sign bit parameter were used for hardware 

implementation of this system. The utilized truth table 

in [15] is shown in Fig. 4 and again, the design 

objective was put on implementation of encoder and 

decoder circuits separately. 

With the help of Fig. 4, the designed structure for 

MBE architecture is illustrated in Fig. 5 and the 

interesting issue about this circuitry is the absence of 

2𝑋 parameter and substitution of 𝑍 for generation of 

partial products. 

 

 
Fig. 4. Proposed truth table of [15]. 

 

 
Fig. 5. Designed architecture in [15] (a) Booth encoder 

(b) Booth decoder. 

 

The main advantage of this structure is its good 

speed performance compared to its counterparts as the 

latency of the critical path, which has been reduced to 

almost 2 XOR logic gates. Also, because of uniform 

paths from inputs to the outputs the output waveforms 

will be free of any glitches while for one PPG process 

the active area consumption will arguably be low. 

Following the same procedure discussed for [15], 

Fig. 6 shows the truth table reported in [16] and as it is 

obvious, except for the case where all of the three bits 

of the multiplier 𝐵 are 1 (state 111), 𝑋1_𝑎 and 𝑋1_𝑏 

have opposite logic values. 
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Fig. 6. Introduced truth table in [16]. 

 

By means of proposed relations and following the 

same target for separate implementation of encoder and 

decoder circuits, the designed structure which is 

illustrated in Fig. 7, achieves gate level delay equal to 3 

XOR logic gates which is a good speed enhancement. 

 

 
Fig. 7. Designed architecture in [16] (a) Booth encoder 

(b) Booth decoder. 

 

The main disadvantage of this structure is 

nonuniformity of the paths from inputs to the outputs 

because of three input OR gate in decoder circuit. To 

equalize the latency in all paths, the two input OR gate 

must be redesigned with different transistor sizes which 

will considerably degrade the speed performance of 

whole system. 

A brief comparison depicts that in contrast with 

[15], the proposed truth table reported in [16], despite 

of the similarities in utilized truth table, cannot 

compete the MBE circuitry of Fig. 5 from the 

viewpoint of speed behavior while the total gate count 

is also higher for the architecture of Fig. 7. 

In spite of differences between structures designed 

in [14], [15] and [16], all of them along with most of 

the previous works followed a same routine to design 

their Booth encoding circuits. They all were focused on 

separate circuits for Booth encoder and Booth decoder 

for PPG and as a result, none of them could achieve 

latencies less than 2 XOR logic gates. But in [17], the 

designers introduced a new truth table which is shown 

in Fig. 8 and their emphasis was on merging of 

encoding and decoding stages to improve the speed of 

the system and reduce the total transistor count for 

lower active area consumption on chip. 

 

 
Fig. 8. Designed truth table in [17]. 

 

As Fig. 8 illustrates, three parameters denoted as 𝑋, 

𝑁 and 𝐿 are defined along with sign bit extension 

parameter 𝑁𝑒𝑔 to cover three possible states and 

simplify the truth table. By means of this table, the 

circuit level implementation has become possible 

which considerably enhances the speed behavior. The 

proposed architecture shown in Fig. 9 achieves latency 

of one XOR logic gate plus one transistor which is the 

lowest value reported in literature and outperforms 

other designs in speed race. 

 

 
Fig. 9. Designed architecture in [17]. 

 

One important point which must be considered for 

the circuit of Fig. 9 is the output partial product logic 

level. In CMOS technologies the NMOS transistor is a 

good conductor for logic value of zero while the PMOS 

transistor treats well with logic 1 value. Considering 

this point, the output partial product in Fig. 9 for some 

input states may differ a threshold voltage of MOS 

transistor from the desired output value which 

necessitates the use of buffers at the output node for 

full range recovery and it must be considered in parallel 

multiplier design. 
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Fig. 10. Comparison between different MBE structures 

simulated with TSMC 0.18µm CMOS technology. 

 

For better comparison between these works, post-

layout simulations using HSPICE for TSMC standard 

0.18µm CMOS technology at a 1.8V power supply 

were performed for redesigned architectures of [14], 

[15], [16] and [17]. Each circuit was loaded with 

buffers to prepare a more realistic simulation 

environment. 

The propagation delay was measured from the point 

where the earliest transition reaches 50% of 𝑉𝑑𝑑, to 

50% 𝑉𝑑𝑑 of the latest output signal. 

The final result which is shown in Fig. 10, 

demonstrates that the lowest value of delay belongs to 

MBE structure of [17] and is 123ps. 

Table 3 also demonstrates the comparison between 

these works based on their circuitry and simulation 

results obtained by the authors. 

It must be mentioned that there are other state of the 

art works reported in literature dealing with hardware 

implementation of MBE scheme [24-26]. In [24], the 

design is discussed using CNFET technology while in 

[25], the concentration is on FPGA implementation. 

Also, in [27] another procedure which is based on 

approximate error-tolerant computing, the multiplier is 

proposed using an algorithm where the final products 

have been generated with an acceptable percentage of 

error. But as the emphasis in this work is on CMOS 

implementation of accurate output multiplier, such 

works are not considered for further analysis.  

 

Table 3. Comparison between selected MBE 

architectures. 

Work [14] [15] [16] [17] 

Technology(µm) 0.18 0.18 0.18 0.18 

Gate Count 8 6 8 4.5 

Gate Level 

Delay (XOR) 4 gates 
2 gates + 

1 

transistor 

3 gates 
1 gate + 1 

transistor 

Glitch Effect Yes No Yes No 

Delay(ps) 543 228 392 123 

 

4.  THE MULTIPLIER DESIGN 

4.1.  The Optimized MBE Structure 

Considering the points mentioned for MBE 

architecture of Fig. 9 and in order to achieve full logic 

level without using any buffers at the output nodes, 

some modifications are performed to the circuit of Fig. 

9 and the optimized version of MBE architecture is 

shown in Fig. 11. 

 

 

 
Fig. 11. Optimized MBE Architecture. 
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The main differences between the proposed scheme 

and circuitry of Fig. 9 are as follows: 

1) In the newly designed structure, the NMOS 

transistor connected to 𝑉𝑑𝑑 is replaced with 

PMOS transistor as PMOS is a good conductor 

of logic 1 value and its gate is biased with 𝑁𝑒𝑔̅̅ ̅̅ ̅̅ . 

2) In the paths with one threshold voltage drop, the 

complement transistors are added to constitute a 

Transmission Gate (TG) pair for full level 

recovery. 

3) The XOR gate is replaced with two output 

XOR/XNOR gate reported in [27] whilst the 

latency is equal for both gates. 

Although this structure adds a latency of one 

transistor to the schematic of Fig. 9, but it frees us of 

employing buffers for full level recovery. While the 

gate level delay becomes 1.5 XOR logic gate for this 

circuit, post-layout simulation results using HSPICE 

depicts a delay of 168ps, which is better than measured 

delays reported for [14], [15] and [16]. 

 

4.2.  The Multiplier 

A 16x16 bit parallel multiplier is designed in which 

the PPGB is implemented by means of proposed MBE 

structure shown in Fig. 11. For the PPRT the 4-2 

compressors are selected as the building blocks. There 

are so many works reported in literature for hardware 

implementation of 4-2 compressors [27-29]. The lowest 

latency was related in [29] where the gate level delay 

less than 2 XOR logic gates has been achieved. That 

configuration is employed in the design of multiplier. 

 

 
Fig. 12. Structure of the designed multiplier. 

 

For the third stage Carry Select Adder (CSA) is 

chosen for fast summation of remaining two rows of 

the bits. Since the final result will contain 32 bits, two 

16-bit CSAs can be used for final summation [30]. 

Since the first four bits are being produced inside the 

PPRT, two 14-bit CSAs are employed. The final 

structure for multiplier is shown in Fig. 12. 

Based on post-layout simulations by HSPICE for 

TSMC standard 0.18µm CMOS technology at a 1.8V 

power supply, the measured delay for 4-2 compressor 

of [29] was 192ps, while the obtained latency for 28 Bit 

addition was 1320ps. 

To measure total delay of the proposed multiplier, 

the layout of whole system was drawn and all parasitics 

have been extracted. Fig. 13 shows the layout of the 

designed 16x16 bit multiplier which occupies an active 

area of 386µm×153µm on chip. 

 

 
Fig. 13. Layout of the proposed multiplier. 

 

The measured delay for the proposed multiplier is 

1992ps and depicts that this system can operate well at 

the frequency of 500MHz. Table 3 shows the design 

specifications of proposed multiplier. 

 

Table 3. Design Specifications of Designed Multiplier. 

Technology(µm) 0.18 

Power Supply(V) 1.8 

Propagation Delay(ps) 1992 

Layout Size 386µm×153µm 

Operating Frequency(MHz) 500 

 

5.  CONCLUSION 

In this review paper the best reported works for 

radix-4 Booth encoder-decoders have been completely 

studied. All the advantages along with drawbacks of 

these works were studied carefully and an optimized 

version for circuit level implementation of MBE 

scheme has been proposed which shows 1.5 XOR gate 

level delay without any glitches at the outputs. 

Post-Layout simulation results by HSPICE for 

TSMC standard 0.18µm CMOS technology at a 1.8V 

power supply shows a delay of 168ps for implemented 

circuit which illustrates its high potential for 

employment in high speed parallel multipliers. 

To prove this, by means of the designed architecture 
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a 16x16 bit parallel multiplier was implemented in 

which the measured delay from inputs to the outputs is 

less than 2ns and justifies that the multiplier can 

successfully operate at the frequency of 500MHz while 

the active size of the layout does not exceed 0.06mm2. 
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