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ABSTRACT: 

In this paper, we propose a novel patch ordering approach to Single Image Super-Resolution (SR) algorithm which is 

called as Patch Ordering Approach to Single Image Super Resolution (POSR). We aimed at selecting more informative 

High-Resolution (HR) and Low-Resolution (LR) patches for single image SR algorithms based on sparse representation 

and dictionary learning. Our proposed POSR algorithm, first ordered HR and LR patches for each training images based 

on minimization of total variation measure (TV). Then, it assigned a sampling step for patch selection in each image. In 

this way, training patches were extracted based on image texture complexity. This leads to training dictionaries with the 

high and low resolution more efficiently. Unlike other methods which have used additional restrictions in high resolution 

image reconstruction phase, proposed method, has only used the basic assumption of sparse representation super 

resolution. The experimental results for quantitative criteria (PSNR, RMSE, SSIM and elapsed time), human observation 

as a qualitative measure and computational complexity verify the improvements offered by the proposed POSR 

algorithm. 
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1.  INTRODUCTION 

In recent years, SR has been regarded as one of the 

most interested research areas in digital image 

processing. Aside from that, resolution enhancement has 

been implemented by increasing the capability of 

imaging systems. SR is a software-based technology that 

reconstructs a HR image using single or multiple LR 

images. Among these methods, Single Image Super 

Resolution (SISR) refers to techniques that use single 

input LR image. Nowadays, SISR is widely used in 

many applications such as medical imaging systems, 

remote sensing, surveillance cameras, web technology, 

and cell phones. SR techniques can be classified into 

three categories: interpolation- based techniques [1, 2], 

reconstruction-based techniques [3-7] and learning-

based techniques [8-13]. Interpolation-based techniques 

have simple structure and low computational cost. 

However, the smoothness of output images and artifact 

production are considered as their significant 

weaknesses. Bilinear and bi-cubic interpolations are the 

most famous approaches in this category. 

Reconstruction- based techniques deal with the SR as an 

optimization problem. Their cost function has a general 

term for adapting HR and LR images and a 

regularization term in order to be ensured of finding the 

best answer to the problem. Suresh et al. have used an 

adaptive edge detector as a regularization term in order 

to preserve edges and sharp image texture information 

[7]. In a similar study, Chen et al. have used a Tikhonov 

regularization term for HR image reconstruction [3]. 

They also have used singular value decomposition in 

order to reduce the computation. Although their 

approach worked well in 2x magnification, however, 

their performance was decreased in larger magnification 

factors. Learning- based techniques are the third 

category of SISR algorithms. These methods use a 

learning dataset that includes paired LR-HR patches. 

This technique finds the closest LR patches of the input 

image to LR patches of the dataset. Then, the 

corresponding HR patches are extracted. In the next step, 

the output HR image is reconstructed by merging the 

resulted HR patches. The superiority of the learning- 

based method to other methods is the ability to 

reconstruct the HR image with a wider range of 

magnification factors regarding previous two 

approaches [10, 12, 13]. In addition, the output image 

quality in some image classes is better than previously 

mentioned methods [10-12]. The learning procedure of 

these approaches is considered as a crucial part of these 

methods and may be considered as the core of the 
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algorithm. This study presents a new learning -based 

SISR method by selecting appropriate samples for 

dictionary learning. 

 

1.2. Review of Literature 

In recent years, many SISR techniques have been 

developed based on sparse coding and dictionary 

learning method [10-13]. The first dictionary learning 

based on SISR has been proposed by Yang et al. [11]. 

Their method, which was called as Sparse Coding Based 

Super Resolution (SCSR), was dependent on the 

assumption that the corresponding HR-LR patches have 

a same sparse activation vector over HR and LR 

dictionaries. It included two phases; in the first phase, 

HR and LR dictionaries pair were learnt. In the second 

phase, HR image was reconstructed. They generalized 

the K-SVD dictionary learning method [14] for HR-LR 

pair dictionary learning, which was called as coupled 

dictionary learning. Recently, their work has been 

extended effectively in [13, 15-19]. Learning HR-LR 

patch pair selection is the first step of dictionary learning 

phase. Clearly, learning patch pair selection has a great 

effect on the performance of the SR algorithms and plays 

an important role in the methods which were mentioned 

above. At this point, given a huge number of all existing 

overlapping patches, patch selection is unavoidable. In 

order to avoid using too many patches that are less 

informative, Yang et al. divided the patches into general, 

saliency and edge areas. In this method, the number of 

extracted patches from each image is equal to the 

calculated ratio of the number of training patches. Zeyde 

et al. have used the standard deviation for patch pruning 

[13], Chen et al. have proposed a super resolution based 

on structure feature of image patches [3]. Yeganli has 

defined the Sharpness Measure (SM) of the image patch 

through the magnitude of the gradient operator to cluster 

while obtaining category dictionaries [20]. Meanwhile, 

the distortion of perceptions for texture region is higher 

than that of flat areas. Guan has used morphological 

component analysis (MCA) in order to decompose the 

image into structural components and texture 

components [21]. Jiang has used structure tensor as a 

powerful image analysis tool in order to describe the 

texture for image [22]. They have extracted information 

such as the edge and corner information using 

eigenvectors, and have used them in SR method. Liu et 

al. have proposed a multi-scale patch-based sparse 

representation method for the enhancing the texture 

component [23]. Zhang et al. proposed the adaptive 

mixed samples ridge regression (AMSRR) to effectively 

optimize learned dictionaries [24]. Lu et al. utilized 

Sparse Domain Selection method (SDS) and achieved 

accurate and stable HR image recovery [25]. 

Naderahmadian et al. modified the dictionary update 

step in online dictionary learning [26]. Other algorithms 

that have been proposed included classified dictionaries 

[27], sub-dictionary learning [28] and solo dictionary 

learning [29]. 

 

1.3. Motivation and Contribution 

Although, sparsity based on SR algorithm have 

worked well until now, unfortunately the existing 

methods have not emphasized on the number of 

extracted patches from learning images. In addition, 

previous methods have used common criteria such as 

standard deviation for patch selection. Therefore, it 

seems necessary to propose a new method which 

processes the patches more effectively for dictionary 

learning in SR. This paper presents a novel patch 

selection method for dictionary learning and HR image 

reconstruction which is called as Patch Ordering Super 

Resolution (POSR). The idea of patch ordering was 

presented first in [30]. Using the patch ordering total 

variation measure (TV), we propose a patch selection 

method based on the image texture complexity. 

Assuming that each patch is a point for Traveling 

Salesman Problem (TSP), we suggest a greedy solution 

in order to find the optimum path between the patches as 

cities. After computing the TV measure for ordered 

patches from each image, it will be used as an efficient 

criterion for texture complexity and selection of the 

number of informative patches of each learning image. 

In this way, learning images that contain more 

information will have more contribution in the learning 

phase. Similar to general dictionary learning- based SR, 

POSR method needs to train a pair of dictionaries, after 

sampling learning patches based on the proposed 

ordering method. The K-SVD training algorithm [14] is 

applied to these patches, resulting in the LR dictionary. 

In HR image reconstruction phase, POSR algorithm 

solves the optimization problem for sparse 

representation of LR patches regarding LR trained 

dictionary using OMP algorithm [31]. The number of 

non-zero elements of sparse vector is restricted to a pre-

defined value. Finally, HR image patches were obtained 

from the LR patches representation vector and HR 

dictionary. The main merits of our proposed POSR 

method can be summarized as follows:  

• A novel technique for SR based on sparse 

representation and image patch extraction is 

proposed.  

• An effective method is proposed for patch ordering 

procedure by adopting TSP over image patches. 

The patch selection procedure helps the learnt 

dictionary to be more efficient.  

• The proposed POSR results could perform better in 

comparison with state-of-the-art and classic 

interpolation- based methods (bi-ubic SR, SCSR 

[12], SISU [13], ANR [33], AMSRR [24] and SDS 

[25]). 
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1.4. Paper Structure 

The reminder of the paper is organized as follows. The 

proposed SR method based on patch ordering and 

dictionary learning is described in detail in section 2. 

Section 3 provides experiments on the performance of 

our proposed POSR with bi-cubic SR, SCSR [10],  

SISU [13], GR [33], ANR [33], AMSRR [24], and SDS 

[25] methods. The paper is concluded in section 4. 

 

 

 
Fig. 1. steps involved in patch selection algorithm. 

 

2.  THE PROPOSED PATCH ORDERING BASED 

SUPER RESOLUTION (POSR) 

This work aims at identifying informative patches 

from learning image dataset for SR purposes. Inspired 

from the study that has been proposed by Ram et al. [30], 

first we establish a patch selection approach based on 

ordering of patches, and then we deduce an SR algorithm 

based on selected patches. 

 

2.1.  Design of the Proposed Algorithm 

In this section, due to the importance of patch 

selection in dictionary leaning and image super 

resolution through sparse recovery method, we pay more 

attention to patch selection stage of dictionary learning 

methods. In the first stage of our proposed algorithm, all 

of the extracted patches from an image are ordered by 

solving TSP. Then, by calculating total variance in 

measures for ordered patches, we assign the number of 

training patches for each image. Fig. 1 summarizes the 

steps which are involved in patch selection algorithm. 

For color images, considering that the human visual 

system is more sensitive to illuminance changes, patch 

ordering was applied to the illuminance channel only. 

After extracting informative patches for learning image 

dataset based on patch ordering, the next stage is LR 

dictionary training. Then, HR patch is restored using the 

same representative sparse vector. For this purpose, K-

SVD method which was proposed by Aharon et al. [14] 

is employed using selected LR patches. After that, HR 

dictionary is obtained using the method which was 

proposed by Zeyde et al. in [13]. The final section of 

algorithm includes HR image reconstruction, these 

methods are described in detail in next sections. 

 

2.2.  Patch Selection based on Ordering 

Let 𝑌 be an image of size 𝑁1 × 𝑁2 and 

{𝑦𝑘} indicates the 𝑘𝑡ℎoverlapping patches with the size 

of √𝑛 × √𝑛. In the first stage, we extract all possible 

patches from the image. Assuming each patch is a point 

in the space; our goal is to re-order the patches in order 

to minimize the total variance (TV) measure: 

 

   
1 2

2

1 .
N N

TV
j

y j y j




  y                                       (1) 

       The “smoothness” of ordered signal 𝑦𝑜 can be 

measured using its TV.  

Minimizing ‖𝑦𝑜‖𝑇𝑉 comes down to find the 

shortest path that passes through the set of patches {𝑦𝑘}, 

visiting each point only once. This can be regarded as an 

instance of the TSP [31], we choose a simple 

approximate solution, that is starting from a random 

point and then continuing  from each patch 𝑦𝑖  to its 

nearest neighbor 𝑦𝑗using Euclidean distance similarity 

measure.TV minimization of patches based on proposed 

patch ordering is summarized in the algorithm 1. 
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Fig. 1. Top row (left to right): The first to fourth pixels of the 510 ordered patches, bottom row (left to right): The 

first to fourth pixels of the original patches (vertical axis dedicated to pixel’s illuminance value where horizontal axis 

are dedicated to pixel location). 

 

Algorithm 1: proposed patch ordering based on greedy 

solution of TSP 

Task: Reorder the image patches
ky  

Parameters: We are given the n n image patches: ky , 

and the distance function  . 

Let A  to be the set of indices of all overlapping patches, 

extracted from the image. 

 

Initialization: 

Choose the random index i A . 

Set: r=1,    r i   (1) i   

Main iteration:  

For j A  

 

Find 
jy as the nearest neighbor to 

iy  

If  j A  & j  

Set    1r j   . 

Else  

 

Find jy as the nearest neighbor to
iy such that j A  &

j . 

Set    1r j   . 

Output: the set   holds the proposed patch ordering 

 

The proposed patch ordering with the parameters 

n=4 and Euclidian similarity measure was applied to the 

patches of the Lena image with size of 256 × 256. We 

apply the obtained permutation to the column stacked 

version y of the Lena image, and obtain the reordered 

signal 𝑦𝑜. Then, we calculate the total variations of 𝑦 

and 𝑦𝑜. Results have shown that ‖𝑦‖𝑇𝑉 = 7.56 ×

105 and‖𝑦𝑜‖𝑇𝑉 = 1.74 × 105. It is obvious that TV  

measure was decreased to 77 percent. In order to 

demonstrate the regularity of the reordered signal 

visually, Fig. 2 shows the regularity of the reordered 

signal 𝑦𝑜compared 𝑡𝑜 𝑦.  

After calculation of the TV measure for each image 

of data base, we assign the number of patch for each 

image which is proportional to its TV to total TV of 

images. 

 

1

,i
i M

j

j

TV
n N

TV


 



  

(2) 

Where, 𝑛𝑖  is number of the extracted patch from 𝑖𝑡ℎ 

image and 𝑁is the total numbers of training patches. 

After this step, we choose 𝑛𝑖  patches simply and 

uniformly from each ordered image patches. Fig. 3 

shows examples of training images and the results for 

the calculated TV measure, sampling step and number 

of extracting patches for each image are shown in table 

1. 
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Fig. 3. Examples training images used for patch selection (a) Penguin, (b) boats, (c) old woman, (d) Ladybird and 

(e) Girls. 

 

Table 1. TV measure, sampling step and number of 

extracted patches for sample images of Fig.3 (total 

number of training patches is 50000) 
Image Total 

variation 

Sampling 

step 

Number of 

extracted patches 

Penguin  

940 

 

13 5044 

Boats  

1248 

 

10 6696 

Old 

woman 

1672 7 8974 

Ladybird  

1047 

 

12 5621 

Girls  

4409 

 

3 23662 

 

2.3.  Super Resolution based on Proposed Patch 

Selection 

3.1.1.Dictionary learning using patch ordering 

Patch selection of learning images is the first step 

for dictionary learning. Based on the method which was 

described in section 2-2, we have modified the 

dictionary learning method which was proposed in [13]. 

In our proposed method, the dictionaries are trained 

using selected patches and proposed patch ordering 

technique. In this way, the selection of high resolution 

and low resolution pair patches {𝑝𝑙
𝑘 , 𝑝ℎ

𝑘}
𝑘
 is the first 

stage of the dictionary learning .Therefore, in the first 

step, the K-SVD training algorithm [14] is applied to low 

resolution patches {𝑝𝑙
𝑘}

𝑘
, that are selected by using the 

method which was described in pervious section, as a 

result, dictionary 𝑫𝑙  is obtained: 

 
 

2

, 2

1

, arg min ,

. : .

k
l

k k k

l l l
D k

k

p

s t s



 



 



D D
X 

 

(3) 

 

Since the dictionary learning problem is solved for 

both 𝛼 and 𝑫𝑙  and considering the basic assumption of 

the super resolution problem, both the HR and LR 

corresponding patch must have the same sparse 

representation vector. As a result, for HR patches {𝑝ℎ
𝑘}

𝑘
, 

we must have: {𝑝ℎ
𝑘}

𝑘
≈ 𝑫ℎ{𝛼𝑘}𝑘. 

Therefore, for high resolution dictionary 𝑫ℎwe must 

have: 
2

2

2

2

arg min

arg min ,

h

h

k

h h h i

k

h h

k

p   







D

D

D D

P D A
 

 

(4) 

Where, the matrix 𝑷ℎis constructed using the 

selected high-resolution training patches {𝑝ℎ
𝑘}

𝑘
 as its 

columns, and similarly 𝑨 contains sparse representation 

vector for their paired low resolution patches over 

𝑫𝑙: {𝛼𝑘}𝑘 as its columns. The solution of the problem is 

given by the following Pseudo-Inverse expression [13] 

(given that Q has full row rank): 

 

 
1

† .T T
h h h


 D P A P A AA  

(5) 

3.2.1.HR image reconstruction 

Given an LR image 𝒀 ∈ 𝑅𝑁1×𝑁2, we will establish 

an SR method based on patch ordering dictionary 

learning for reconstructing the HR image, 𝑿 ∈ 𝑅𝑓𝑁1×𝑓𝑁2  

where, 𝑓is the magnification scale. First, we divide LR 

image into patches 𝑦 ∈ 𝑅√𝑛×√𝑛  by raster scanning. 

Considering that the sparse representation vectors for 

high and low resolution patch pairs must be the same   

regarding   their corresponding dictionaries, it is 

suggested for any HR, LR image patches 𝑥 ∈ 𝑅√𝑛𝑓×√𝑛𝑓 

and 𝑦 ∈ 𝑅√𝑛×√𝑛 the sparse representation model: 
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,x yh l  D D ; (6) 

Where, α is the coefficient vector of sparse 

representation which most entries are zero or close to 

zero. In order to restore 𝑥 from 𝑦, 𝑦 will be restored 

using the MMSE criteria in sparse condition.  

 

 2

12
arg min .l



   


  y D                 (7) 

 

     Greedy algorithms such as  matching pursuit (MP) 

and orthogonal matching pursuit (OMP) [31] are used  in 

order to find out the sparse representation vectors for 

each low resolution image patches.  By applying the 

optimal solution for 𝛼  to (4), the corresponding HR 

image patch 𝑥, is obtained simply by𝑫ℎ𝛼. After 

calculating all the HR image patches, a complete HR 

image Xcan be constructed by merging all these HR 

image patches using Yang merge global constraint [12]. 

 

3.  EXPERIMENTAL RESULTS AND 

DISCUSSION 

3.1.  Test Bench 

In order to compare  the proposed SR algorithm 

with other algorithms, we compared our method with 

several classic and state of the art methods including bi-

cubic interpolation, SCSR[12], SISU [13], ANR [33], 

GR[33], AMSRR [20] and SDS [21]. All the toolboxes 

of compared method are downloaded from their author’s 

webpages. In order to have fair comparison, care has 

been taken to ensure that the parameters which were 

used in the methods are similar. Dataset selection   is the 

first step of learning based on SR algorithm. In our 

experiment, the training images which were used by 

Yang et al. [12], (available at 

http://www.ifp.illinois.edu/~jyang29/) are selected for 

extracting HR and LR training patches. Testing was also 

done on two commonly used benchmark datasets (Set5 

and Set14). In the next step, for HR and LR patches 

extraction, patches size and their overlap are the main 

parameters. For SCSR [12], the size of LR patches size 

is 5 × 5 with 4-th pixel overlap, corresponding HR 

patches which were obtained by implementing 4 high 

pass filters to HR image and concatenating 4 

corresponding patches with 4- pixel overlap. The patch 

selection method is the same for SISU [13], the only 

difference is the dimension reduction which was applied 

using  PCA algorithm in order to concatenated HR 

patches. In addition, other competing methods such as 

ANR [33] and GR[33] in dictionary learning phase were 

followed by SISU details [13]. Our patch selection in the 

proposed POSR algorithm uses 3 × 3 HR and LR 

patches with a 2-pixel overlap. 

All of the experiments were performed using 

MATLAB R2014a on an Intel (R) Core (TM) i5-M 460 

@2.53 GHz machine with 4 GB of RAM. 

For assessment, we used the root mean square error 

(RMSE), peak signal-to- noise ratio (PSNR), structural 

similarity index (SSIM) and elapsed time as 

performance measures of the methods.  

 

3.2.  Results 

We compared the performance of our proposed 

method with other state-of-the-art methods 

quantitatively and qualitatively by employing the 

processes, which were described in the previous 

sections. In our experiments, we magnified test images 

using bi-cubic interpolation, SCSR [12], SISU [13], 

ANR [33], GR [33] AMSRR [24], SDS [25] and our 

proposed POSR approach with a magnification factor of 

m = 3 and m = 4. As the human visual system is more 

sensitive to the change in luminance, the SR methods 

were only applied to the luminance channel of color 

images, and bi-cubic interpolation was used for the other 

channels. 

For the magnification factor m=3, the comparison of 

the results of the values of PSNR, RMSE, SSIM and 

elapsed time by different methods are listed in Tables 2- 

5, also Tables 6- 9 shows results for m=4. These tables 

reveal that the proposed POSR method can possess 

better performance compared with some state-of-the-art 

methods. 

For Visual comparison, Figs. 4-5 show image super 

resolution for butterfly and face images with 

magnification factor m=3, and Figs. 6-7 show more 

results for m=4, specific zoomed scenes were selected in 

order to clarify the comparison. We observed that bi-

cubic and GR [33] methods tended to generate artifacts. 

Although, ANR [33], AMSRR [24] and SDS [25] 

methods improved visual details and edges. Compared 

to them, our proposed POSR method preserved sharp 

edges with more details in the images. Although the 

objective quality of a few HR images obtained by the 

proposed method has slightly advantage over the other 

methods, the average quantitative evaluations of 

proposed method are competitive to those of the others. 

Moreover, according to Tables 5 and 9, the elapsed 

time of our algorithm is comparable with ANR [33] and 

GR [27], while its performance is much faster than other 

compared algorithms. Although, in terms of elapsed 

time our proposed algorithm is not the fastest method, it 

achieves satisfactory results. According to Table 5 in 

term of elapsed time, proposed method is faster than 

SCSR [12], SISU [13], and AMSRR [24], while is 

comparable with GR [33]. 
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Comparing computational cost for the referring 

method, it can be observed that, in SCSR [12] method, 

HR training patches were obtained by implementing 4 

high pass filters to HR images in order to extract high 

frequency features. Accordingly, after vectorization, 

they obtained LR patches with dimension 25×1, and HR 

patches with dimension 100×1, resulting in using these 

pair patches for dictionary training, which led to LR 

dictionary with dimension 25×1024 and HR dictionary 

with size100×1024. In SISU [13] method, which was 

proposed by Zeyde et al. by implementing a dimension 

reduction algorithm, HR patch dimension decreases 

from 100×1 to 30×1, also ANR [33], GR [33], AMSRR 

[24] and SDS [25] methods were followed by Zeyde et 

al.s̓ method. However, in our proposed POSR method, 

selected training patches were obtained from extracted 

patches that have been ordered by the proposed simple 

algorithm. Therefore, the structure of the proposed 

POSR method was much simpler in the learning stage. 

Moreover, since patch extraction method should be the 

same at the learning and reconstruction phase, the 

mentioned difference also can be observed in HR image 

reconstruction stage. 

Therefore, POSR method had also simpler structure 

in reconstruction phase. Total evaluation for quantitative 

criteria (PSNR, RMSE, SSIM), human observation as a 

qualitative measure and also computational complexity 

comparison have verified the improvement of the 

proposed POSR algorithm. 

 

4.  CONCLUSION  

In this paper, we presented a novel SISR algorithm based 

on dictionary learning and patch ordering. In the 

proposed method, all overlapping patches were 

extracted from each learning image and informative 

patches were selected using the proposed patch selection 

algorithm. This led to assigning more participation to 

images with more complex texture in dictionary learning 

stage. We presented results in order to demonstrate the 

effectiveness of the proposed method by comparing the 

number of selected patches with their TV measure. 

Although, in terms of elapsed time, our proposed 

algorithm is not the fastest method; it could achieve 

satisfactory results. Comparing the performance of the 

proposed POSR method quantitatively and qualitatively 

revealed that it was very competitive with the 

performance of state-of-the-art methods. The proposed 

patch selection and dictionary learning method can be 

also employed in order to sparse representation based on 

denoising and inpaiting.

 

Table 2.  PSNR (dB) of the reconstructed HR images, where magnification factor m=3. 

Benchmark  Set14 Set5 Average 

Image  

 

Lena Barbara Zebra Baboon Peppers Sails Coastguard Parrot Butterfly Face 

Bicubic 

 

29.80 26.91 21.56 25.21 29.83 25.72 26.79 30.69 24.58 33.88 27.49 

SRSC[12] 

 

30.88 27.40 23.13 25.50 31.48 26.38 26.80 30.94 25.48 34.31 28.23 

SISU[13] 

 

31.04 27.86 23.16 25.58 31.91 26.44 27.30 31.20 25.60 34.85 28.49 

GR[33] 

 

30.56 27.54 23.14 25.59 31.03 26.33 27.15 31.00 25.61 34.72 28.26 

ANR[33] 

 

31.11 27.83 23.28 25.62 31.80 26.52 27.23 31.20 25.77 34.94 28.53 

AMSRR [24] 

 

31.47 27.85 23.27 25.82 24.12 26.56 27.11 30.91 35.39 34.65 28.71 

SDS[25] 31.60 27.80 23.21 25.72 23.98 26.51 27.09 30.88 34.78 34.66 28.62 

proposed 

POSR 

31.13 27.76 23.23 25.51 31.69 26.26 27.29 32.31 26.06 35.49 28.67 

 

Table 3. RMSE of the reconstructed HR images, where magnification factor m=3. 

Benchmark  Set14 Set5 Average 

Image  

 

Lena Barbara Zebra Baboon Peppers Sails Coastguard Parrot Butterfly Face 

Bicubic 

 

8.24 11.49 19.98 13.98 8.22 13.19 11.66 7.44 15.04 5.15 11.43 

SRSC[12] 

 

7.28 10.86 17.77 13.53 6.79 12.23 11.66 7.23 13.55 4.90 10.58 

SISU[13] 

 

7.15 10.31 17.71 13.40 6.45 12.14 11.00 7.01 13.37 4.60 10.31 

GR[33] 

 

7.55 10.69 17.75 13.38 7.16 12.29 11.19 7.17 13.35 4.67 10.52 

ANR[33] 

 

7.09 10.34 17.46 13.34 6.55 12.02 11.08 7.87 13.11 4.56 10.34 

AMSRR [24] 

 

6.95 10.59 17.51 13.00 15.86 12.20 11.07 7.27 4.32 4.70 10.34 

SDS[25] 6.71 10.52 17.58 13.11 16.20 12.22 11.16 7.30 4.50 4.71 10.40 

proposed POSR 7.07 10.42 17.57 13.51 6.63 12.40 11.01 6.17 12.69 4.28 10.17 
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Table 4. SSIM of the reconstructed HR images, where magnification factor m=3. 

Benchmark  Set14   Set5 Average 

Image  

 

Lena Barbara Zebra Baboon Peppers Sails Coastguard Parrot Butterfly Face 

Bicubic 

 

0.8422 0.7737 0.6914 0.6014 0.8968 0.6603 0.6064 0.8612 0.8412 0.8477 0.7622 

SRSC[12] 

 

0.8581 0.7976 0.7426 0.6414 0.9093 0.7060 0.6194 0.8607 0.8716 0.8490 0.7856 

SISU[13] 

 

0.8699 0.8144 0.7501 0.6465 0.9248 0.7101 0.6422 0.8751 0.8749 0.8678 0.7976 

GR[33] 

 

0.8592 0.7964 0.7549 0.6563 0.9084 0.7109 0.6428 0.8726 0.8761 0.8689 0.7947 

ANR[33] 

 

0.8720 0.8124 0.7557 0.6542 0.9232 0.7160 0.6424 0.8790 0.8793 0.8706 0.8005 

AMSRR[24] 

 

0.8701 0.8291 0.7546 0.8808 0.7659 0.7165 0.6427 0.8725 0.9656 0.8611 0.8159 

SDS[25] 

 

0.8698 0.8292 0.7541 0.8794 0.7564 0.7156 0.6423 0.8720 0.9556 0.8668 0.8141 

proposed 

POSR 

0.8741 0.8112 0.7525 0.6540 0.9200 0.7096 0.6533 0.8968 0.8827 0.8917 0.8046 

 

Table 5. Average elapsed time of the reconstructed HR images, magnification factor m=3 (Second). 

Benchmark 

 

Proposed POSR 

 

SRSC[12] 

 

SISU[13] 

 

GR[33] 

 

ANR[33] 

 

AMSRR[24] 

 

 

SDS[25] 

 
Set 5 

 

2.10 92.11 2.50 0.53 0.79 12.34 3.15 

Set 14 1.99 89.29 2.55 0.48 0.71 12.93 3.06 

 

    

 

   

  

 

 

 

 

 

Fig. 4. Visual comparison: (Top-left) Original HR image, (top-middle) Bicubic, (top-right) SCSR[12], (middle-

left) SISU[13], (middle-middle) GR[33], (middle-right) ANR[33], (down-left) AMSRR[24], (down-middle) SDS 

[25], (down-right) proposed POSR, for magnification factor m=3. 
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Fig. 5. Visual comparison: (Top-left) Original HR image, (top-middle) Bicubic, (top-right) SCSR[12], 

(middle-left) SISU[13], (middle-middle) GR[27], (middle-right) ANR[27], (down-left) AMSRR[24], 

(down-middle)SDS [25], (down-right) proposed POS, for magnification factor m=3. 

Table 9. Average elapsed time of the reconstructed HR images, magnification factor m=4 (Seconds). 

Benchmark 

 

Proposed POSR 

 

SRSC[12] 

 

SISU[13] 

 

GR[33] 

 

ANR[33] 

 

AMSRR[24] 

 

 

SDS[25] 

 
Set 5 

 

1.23 90.84 6.38 0.36 0.54 11.8 2.73 

Set 14 1.19 70.47 1.82 0.55 0.62 10.53 1.86 

 

Table 6. PSNR (dB) of the reconstructed HR images, where magnification factor m=4. 

Benchmark  Set14 Set5 Average 

Image  

 

Lena Barbara Zebra Baboon Peppers Sails Coastguard Parrot Butterfly Face 

Bicubic 

 

27.88 25.62 20.03 24.39 27.59 24.21 25.84 29.74 24.39 32.24 26.02 

SRSC[12] 

 

27.71 25.56 20.14 24.34 27.80 24.23 25.73 29.32 24.34 31.61 25.94 

SISU[13] 

 

28.88 26.60 20.54 24.69 29.44 24.80 26.22 30.29 24.69 33.00 26.77 

GR[33] 

 

28.47 26.14 20.47 24.69 28.80 24.71 26.13 30.10 24.69 32.84 26.57 

ANR[33] 

 

28.90 26.38 20.53 24.71 29.33 24.81 26.18 30.26 24.71 33.05 26.75 

AMSRR[24] 

 

28.87 26.32 20.49 24.66 29.18 24.74 26.21 30.26 24.66 32.95 26.70 

SDS[25] 

 

28.76 26.27 20.48 24.63 29.10 24.67 26.11 30.17 24.63 32.85 26.63 

proposed POSR 29.16 26.18 20.36 24.57 29.09 24.77 26.13 31.29 24.57 33.37 26.85 
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Table 7. RMSE of the reconstructed HR images, where magnification factor m=4. 

Benchmark  Set14 Set5 Average 

Image  

 

Lena Barbara Zebra Baboon Peppers Sails Coastguard Parrot Butterfly Face 

Bicubic 

 

10.29 13.34 25.38 15.37 10.63 15.69 13.00 8.30 18.66 6.22 13.68 

SRSC[12] 

 

10.49 13.44 25.08 15.46 10.38 15.66 13.17 8.71 18.11 6.69 13.71 

SISU[13] 

 

9.16 12.19 23.94 14.85 8.59 14.66 12.45 7.79 17.37 5.70 12.67 

GR[33] 

 

9.61 12.56 24.14 14.85 9.25 14.81 12.57 7.96 17.27 5.81 12.88 

ANR[33] 

 

9.14 12.22 23.96 14.81 8.70 14.64 12.50 7.82 17.25 5.67 12.67 

AMSRR[24] 

 

9.17 12.30 24.09 14.91 8.85 14.77 12.46 7.82 17.33 5.73 12.74 

SDS[25] 

 

9.29 12.37 24.10 14.95 8.94 14.88 12.61 7.89 17.40 5.80 12.82 

proposed POSR 8.87 12.50 24.54 15.08 8.95 14.71 12.60 6.94 16.69 4.46 12.53 

 

Table 8. SSIM of the reconstructed HR images, where magnification factor m=4. 

Benchmark  Set14 Set5 Average 

Image  

 

Lena Barbara Zebra Baboon Peppers Sails Coastguard Parrot Butterfly Face 

Bicubic 

 

0.7707 0.7025 0.5491 0.5112 0.8323 0.5494 0.5287 0.8278 0.7540 0.8002 0.6826 

SRSC[12] 

 

0.7624 0.7061 0.5472 0.5057 0.8446 0.5525 0.5166 0.8092 0.8716 0.7805 0.6896 

SISU[13] 

 

0.8014 0.7435 0.6016 0.5489 0.8764 0.5996 0.5557 0.8424 0.7876 0.8187 0.7176 

GR[33] 

 

0.7860 0.7248 0.6040 0.5562 0.8555 0.6008 0.5585 0.8396 0.7924 0.8177 0.7136 

ANR[33] 

 

0.8021 0.7412 0.6049 0.5546 0.8729 0.6031 0.5568 0.8432 0.7913 0.8208 0.7191 

AMSRR[24] 

 

0.8005 0.7390 0.5954 0.5474 0.8706 0.5951 0.5542 0.8415 0.7876 0.8172 0.7148 

SDS[25] 

 

0.7961 0.7330 0.5966 0.5455 0.8669 0.5907 0.5504 0.8397 0.7857 0.8153 0.7120 

proposed 

POSR 

0.8113 0.7339 0.6085 0.5537 0.8629 0.6006 0.5592 0.8660 0.7981 0.8421 0.7236 

 

 

 

 
 

  
 

  
Fig. 6. Visual comparison: (Top-left) Original HR image, (top-middle) Bicubic, (top-right) SCSR[12], (middle-

left) SISU[13], (middle-middle) GR[33], (middle-right) ANR[33], (down-left) AMSRR[24], (down-middle) SDS 

[25], (down-right) proposed POSR, for magnification factor m=3. 
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Fig. 7. Visual comparison: (Top-left) Original HR image, (top-middle) Bicubic, (top-right) SCSR[12], 

(middle-left) SISU[13], (middle-middle) GR[33], (middle-right) ANR[33], (down-left) AMSRR[24], 

(down-middle) SDS [25], (down-righ) proposed POSR, magnification factor m=4. 
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