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ABSTRACT: 

Segmentation is a fundamental element in Medical Image Processing (MIP) and has been extensively researched and 

developed to aid in clinical interpretation and utilization. This article discusses a method for segmenting abnormal 

masses or tumors in medical images that is both robust and effective. We suggested a method based on Active Contour 

(AC) and modified Level-set techniques to detect malignancies in Magnetic Resonance Imaging (MRI), mammography, 

and Computed Tomography (CT). To segment malignant masses, the active contour approach, the energy function, the 

level-set method, and the proposed F function are employed. The system was evaluated using 160 medical images from 

two databases, including 80 mammograms and 80 MRI brain scans. The algorithm for segmenting suspicious segments 

has an accuracy, recall, and precision of 96.25%, 95.60%, and 95.71%, respectively. By adding this technique into tissue 

imaging devices, the accuracy of diagnosing images with a relatively large volume that are evaluated fast is increased. 

Cost savings, time savings, and high precision are all advantages of the approach that set it apart from similar systems. 
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1.  INTRODUCTION 

Medical images are a proper tool for examining 

tissue abnormalities [1]. Because of technological 

breakthroughs, people are living longer and having a 

better quality of life. Surgical planning using functional 

simulation [2,3], morphological techniques [4], and 

medical image analysis increases the pressure on 

medical operators, who are also demanded to undertake 

increasingly tailored and patient-specific operations. 

Therefore, even when target anatomical structures can 

be seen using an imaging modality like CT, MRI, 

ultrasound, and other medical imaging methods, the 

bottleneck is typically automatically identifying and 

delineating (segmentation) of them [5]. Patient-specific 

processes are still uncommon in most healthcare 

applications due to a dearth of manual annotations. 

There are a number of issues with medical images: 

they're complex in structure and detail, and have poor 

contrast [6]. There are different ways to segment the 

section of medical images so that each of them can 

accomplish by various techniques [7]. Over the last few 

decades, different algorithms have been performed for 

image segmentation, from region growing [8], 

thresholding [9.10], and clustering [11] to active contour 

patterns (ACPs) [12-15]. Deep Learning (DL) has 

remarkably developed the performance of several 

segmentation processes, principally benefitting from 

their substantial capacity to learn hierarchical features 

straight from images [16]. However, they require a large 

number of images and take a lot of time in training [17].  

Popular techniques such as thresholding, edge 

detection, and region of interest (RoI) segmentation are 

employed in various image processing analyses [18]. 

However, these approaches do not play a constructive 

role due to the loss of the original image data, changes 

in main contents, and low accuracy in segmentation 

process. The contour method (level curves) is considered 

an image classification technique that uses the set of 

variable parameters and geometric properties to classify 

the image regions [19]. The early contour idea was 

introduced by Osher and Sethian, during which the 

original contour curves were formed from the edge 

structures and influence of certain conditions of the 

image [20-22]. Internal states of the curve led to more 

smooth and diffraction in the image. One of active 

contours modeling is parametric techniques in which the 
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main parameter of the loop iteration takes new values in 

the contour expansion process. Despite the high-speed 

process, setting the parameters by the user is difficult. 

In contrast, the level-set method (i. e., setting the 

contour line) is a quite intelligent strategy for 

segmentation and separation of multiple parts of the 

image. A level-set model begins in 2D space with an 

initial curve to grow and, accordingly, achieves stability 

based on the defined target in the image. The level-set 

calculation method uses mathematics and contrasts 

geometric parameter procedure, which is not met with 

any stipulations. Thus, the contour line method is 

considered as a proper segmentation tool for tracing 

specific objects in images not to alter the input original 

image data. Unlike parametric models that use explicit 

equations [23], active contours are geometric models 

whose spatial coordinates are the functional model from 

parameters in the image.  

Weickert and et al. [24] proposed fast active contours 

in complex models to detect interesting segments of the 

image. Holtzman and Goldshe [25] presented ranking 

segmentation of the images based on the active contours 

model. Rosher and et al. [26] (2004) introduced the 

Graph Cuts method for segmenting the image. In 2006, 

Foo [27] developed active contours in a medical image 

texture to segment-specific regions. Boykov, in the same 

year, used the model Graph Cuts and its impact on 

medical image scan [28]. Herbulot and et al. [29] utilized 

the gradient of geometric shapes to segment the 

particular image targets. Additionally, in 2007, Li [30] 

applied the active contours for the energy stabilization 

of binary images. In 2009, Ni [31] used a local histogram 

and the active contour technique to segment-specific 

regions of the investigated images. Le and et al. [32] 

suggested a controlled active contour for adjusting 

energy function parameters.  

Studies in machine learning has recently focused on 

deep learning-based techniques for classifying and 

sizing purposes, which are one of the new and automated 

plans [33,34]. Studies have evolved several methods to 

combine DL techniques with Active Contour Models 

(ACM). Several attempts have been made to incorporate 

an efficient Loss Function (LF) based on the ACM's 

energy function, including AC loss [35], active contour 

loss [36], Mumford-Shah loss [37], and level-set loss 

[38]. Meanwhile, some researchers attempted an end-to-

end (e2e) process that combined ACM and DL 

techniques. The level-set strategy was used by Hu et al. 

[39] to help networks recognize salient items more 

precisely; however, its success is highly dependent on 

the unusual tweaking of parameters and the level-set 

structure. DARNet [35] and DSAC [40], for example, 

trained a convolutional neural network (CNN) to learn 

ACM parameterizations. 

Although these structures lack efficiency and 

robustness, they are nevertheless susceptible to hand-

operated target contour initialization. Hatamizadeh et al. 

[41] have developed a novel DALS structure that 

combines CNN and ACM to separate distinct lesions in 

medical imaging. To train ACM, DALS cannot be used 

because it is typically used as a post-processing step. To 

segment medical images, a Deep Active Contour 

Network (DACN) was developed [16]. An all-inclusive 

differential training strategy enabled them to accurately 

identify object boundaries. 

An interactive medical images segmentation based 

on active contours with enhanced F energy in level-set 

tuning is proposed in the current study to solve the 

shortcomings of prior methods. The segmentation 

approach is used with an AC-designed algorithm and 

upgraded Level-set procedures to produce parameter 

maps in the proposed model. The initial contours of 

ACM are optimized directly based on F energy. As a 

result, the proposed structure functions as a 

differentiable and self-contained framework. The BI-

RADS dataset and mini-mias mammography pictures 

are used to evaluate our technique. Furthermore, as 

shown by the extra trimap analysis, the segmentation 

technique acquired by the suggested structure provides a 

more refined representation of object edges. The 

following are the major contributions of our research: 

1- We apply pre-process step based on Highboost trick 

to refine the map of the active counters. As a result, 

the explored edges are clear to obtain the proper 

object border. Consequently, the F energy function 

in Level-set is tuned based on the cleared map. 

2- The enhanced Level-set method and F function 

selection help fast stabling and detecting the border 

of objects in medical images.   

3- Computational complexity has been avoided, and 

the speed of the method has been significantly 

increased. Therefore, the suggested method may 

take less time to find the target region of the medical 

image. 

This article's remaining sections are laid out as 

follows: Section 2 discusses the suggested active 

contour approach, and Section 3 demonstrates the 

model's implementation and outcomes. Eventually, the 

conclusion is outlined in Section 4. 

 

2.  PROPOSED MODEL 

2.1.  Pre-Processing 

In medical images, the shape and margin are two 

significant criteria for diagnosing abnormal tissues from 

normal tissues. In particular, these images contain 

crucial information from the masses, primarily when the 

mass is concentrated in cancer cells. In this step, the 

images are sharpened by using the high-boost filter. In 

most cases, due to different reasons, the medical images 

are lacking in defining the details. Whereas in spatial 

domains, blurring is done by calculating the mean of 

pixels in the neighborhood region; thus, these mean 
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calculations areas are the same as integration; therefore, 

it can be concluded that sharpening by the derivative 

operator is possible. The response strength of the 

derivative operator is proportional to discontinuous 

intensity. Thus, derivation from an image enhances the 

edges and other discontinuous segments and blurs the 

pixels with low-intensity variation. Sharpener filters 

based on derivatives, specifically first and second order, 

is sharpened the image by multiplying the derivate 

image with the original image. In this paper, we used a 

Laplacian filter to sharpen the details of the image. To 

express the Laplacian equation as discrete form, 

equation (1) can be described as: 

 

    

    

2 [ ( 1, ) ( 1, )

( , 1) ( , 1)] 4 ( , )

f f x y f x y

f x y f x y f x y
                              (1)  

 

F(x,y) is the reference image, and ∇ shows the 

implementation of the two-dimensional Laplacian 

operator. Hence, the operator is applied to two images, 

and an anisotropic result for rotations in increments of 

90 degrees is achieved. According to described filters, 

the entire was deducted from the different terms. In Fig. 

1, two matrixes that can boost the image are shown. 

 

 
Fig. 1. The Laplacian filter is applied images based on 

two main mapping matrixes as highboost filter. 

 

The outcome of applying the Laplacian filter to the 

image containing the high-boost filter is depicted in Fig. 

2. In Fig. 2, some information is boosted to help border 

detection through ACMs. The displayed images in a and 

c are the reference images that are sharpened by a high 

boost filter. Images b and d show the result of the 

Laplacian filter. The clarity of the border is achieved by 

using the high boost filter. 

 

2.2.  Active contour model 

Image forces and external energies are used to 

control and guide ACM in image space, which may be 

described as a parametric spline: 

 

( ) ( ( ), ( ))S u I x u y u                                                      (2)  
 

Where, u is [0,1] and is transformed by an energy 

function that leads to interesting features such as 

boundaries, edges, and lines. Energy function can be 

defined as [42]: 

 
1

0

( )snakeE E S u du                                                        (3)  

Where contains internal and external energies. The 

ACM drives into alignment with the local energy 

minimum of an image features of an edge. An image's 

energy function is reduced by shifting the curve around 

its spatial field, which may be expressed mathematically 

as: 

 
1

int

0

[ . ( ) . ( )]imgE E S u E S u du                                     (4)  

The first phase Eint describes the internal energy 

responsible for the smoothness and deformation method 

of the contour. In simple words, internal energy depends 

on features of contour such as elastic curve, which is 

generated from the image and can be represented as (5): 


  




  







2

int

2
2

2

(0.5 ( ) )

(0.5 ( ) )

E a S u du
u

b S u du
u

                                      (5)  

 

 
Fig. 2. In this figure, the a and c parts are the original 

images, and b and d are sharpened images by the 

highboost filter. 

 

Where, a and b are weighted parameters of elasticity 

and rigidity, respectively. These parameters control the 

sensitivity of contour. The first term of internal energy 

causes the contour to behave like a spring and 

determines the elastic ratio of the curve. Besides, the 

rigidity ratio of the curve is specified by the second part 

of internal energy. A technique known as "image 

energy" allows the active contour to be steered to the 

most visible visual features such as lines, corners, and 

edges. In the early equation of the active contour, it's 

called "edge detection," so this is how it is defined: 

 

   
2

( )img edgeE E I s                                          (6)  

or: 
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    
2

( ( ) ( ))img edgeE E G s I s                                   (7)  

 

This equation is used to reduce the noise, and p is the 

parameter that presents the magnitude of image energy, 

gradient operator, G(s) image convolution with 

Gaussian filter, and variance. Consequently, the total 

energy of active contour can be described as: 


  




   





 

2

int

2
2

2

(0.5 ( ) )

. ( ) (0.5 ( ) )edge

E a S u du
u

E S u du b S u du
u

                   (8)  

In the presence of dominant image features, the 

energy function leads the contour towards a valid form. 

Still, unfortunately, in the lack of sharp edges, the 

contour curve has a problem detecting the target 

segment. New energy is defined as color energy replaced 

to edge energy in equation (8) to overcome this 

difficulty. As a result of statistics, this pressure energy is 

released as an explosion or a contraction of the contour 

toward the desired location. Color pressure energy can 

be denoted as: 

 





( ( ))( )preE rG I s

u
                                        (9)  

 

Where r is a parameter to assign the magnitude of 

pressure energy and initialize by the operator. 

Parameter G is a model that can be expressed as: 

 

 
 



1 ( )
( ( ))

1

I s T
G I s

otherwise
                                (10)  

 

Where, T is the intensity threshold, and another 

definition of the G function is: 

 
   

 


11 ( ( ) )
( ( ))

1

I s m s k
G I s

otherwise
                         (11)  

 

K is a constant, M is average, and S is the variance of 

target pixels values that exist as rudimentary data or 

achieved from the image. To segment and minimize the 

energy criterion, the model of the active contour can be 

introduced as (12): 

 


 


 


0( ).
t

                                              (12)  

where: 


  



     



2 2

1 1 2 2( ) ( ) ( )div v g c g c        (13)  

g is the gray-level image, δ0(φ) is the Dirac 

evaluation function (i. e., derivative of Heaviside 

function), c2 and c1 are the averages of g at outside and 

inside the propagated curve. The µ,  and 1, 2 are 

stabilizer parameters and must be µ  0 and   0 1, 2 

> 0. 

 

2.3.  Optimized Level-set 

The proposed algorithm, which is varied in some 

parameters, is the Level-set method. If φ(x,y,t) space of 

image assumes as a level curve (contour) for every (x,y) 

point, then φ(x,y) has obtained a value proportionate to 

the function of φ(x,y,t). By assuming C(t) as propagated 

curve and the zero level-set of the procedure for all t, 

then: 
 

 ( ( ), ) 0C t t                             (14)  
 

By derivation from equation (14) respecting t and by 

using the chain rule, equation (15) can be defined as: 

 

  . 0t tC                            (15)  

 

This equation is derived from heat equations and 

contains two parts, partial derivatives, and spatial 

derivatives. If extension speed of contour in different 

dimensions is defined as F, then equation (16) can be 

obtained as: 

 

 .tF C n                                (16)  
 

where n = (∇φ)/(|∇φ|) and so the equation (15) can 

be remarked as equation (17): 

 

   0t F                            (17)  
 

It can be inferred that this equation is yielded from 

the finite difference approximation for spatial and time 

derivatives considering φ(c,t=0). In the AC model, 

several types of energy are affected by the convergence 

of the system. By selecting a proper F function, it can 

have efficacy on convergence and accuracy of the 

system. We proposed equation (18) which has high 

speed and accuracy on convergence and target detection. 

The equation is a gradient detection function.  

 



   1( , ) (1 ( , ) )g x y I x y G                  (18)  

 

The gradient of an image is used to extract 

information and data from an image. Indeed, the gradient 

is the evaluation of instantaneous variation in the 

intensity criterion of pixels. The gradient is a vector, and 

in the image, it is in horizontal or vertical dimensions. In 

the image, one of the particular applications of the 

gradient is edge identification. By the composition of 

equation (15) and gradient detection equation, the 

conclusive function of level-set is achieved as equation 

(19): 


 



  


0( , ) ( ( )t g x y F div                 (19)  
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All steps of the contour model and level-sets have 

been shown in Table 1. 

 

Table 1: steps of the proposed algorithm of ACM and 

the Level-set. 

The steps of the proposed algorithm of ACM and the 

Level-set 

1. Start 

 

Initialize ϕ function for determination of initial curve 

2. The Spatial derivatives creation 

2.1 Using finite differences in the spatial derivatives. 

2.2 Initial calculation of ϕT. 

3. Assigning F (speed of contour) in separation with 

proposed F function  

4. locality increase and movement of ϕ by using new 

value of ϕ and ϕT and update them 

5. Repeat step 2 to 4. 

6. Stop algorithm 

 

7. end 

 

3.  EXPRIMENTAL RESULTS  

The suggested model is examined on a database of 

medical images. For the research case, we have used 80 

mammography images (40 healthy and 40 cancerous 

breast women) [43], 80 brain tumor MR images (i. e., 30 

healthy and 50 subjects with tumors).  

The related mammography images are received from 

South Florida (USA), a database that is the cancerous 

breast or suspicious regions detected by physician 

radiologists and BI-RADS [44]. The used Brain images 

are also from the WEB database, which is noisy less than 

5%. The MR images were from batch T1-Weighted 

images. Among 70 healthy tissue images, the system is 

just detected seven images wrong. In another case, the 

system is used for 90 illness and virulent tumor images, 

making four errors. In the rest of the images, the system 

diagnosed the cancerous tissues successfully. 

Accuracy (Acc), recall (Re), precision (Pr), 

Hausdorff distance (HaD), and dice (Di) are criteria that 

are used to measure efficiency. In addition, we perform 

a trimap analysis [45,46]. In the trimap test, assessment 

metrics are calculated solely in the object border area, 

not the entire image. The evaluation domain is formed 

by tracing a W pixel band around the edges of objects, 

with W being the target area's width. For users concerned 

in contours, trimap analysis is a more relevant 

determination. Additionally, we evaluate Dice's ability 

to characterize lines and borders in such edge-adjacent 

regions of varying widths. These evaluation parameters 

are calculated as the average value for both datasets. 

Table 2 shows the evaluation factors. Finally, the 

conclusive average value of these parameters is 

computed for both databases which the accuracy, recall, 

and precision are 96.25%, 95.60%, and 95.71%, 

respectively. 

 

4.  DISCUSSION 

As Table 3 shows, the system has a satisfactory 

ability to segment tumors based on the ACM with 

optimized F function, pre-processing, and designed 

initializing compared to two popular ACM in 

segmentation procedure. Images from the WEB 

database as well as those from the Table 3 mini-mias 

dataset were used in these two methods. On both datasets 

at once, the suggested system was evaluated to assess 

how well it performed. Whereas the system is a binary 

state in performance, and thus, the proposed approach is 

assayed by the operational criterion of the ROC curve 

compared to both the Le et al. [32] and Yang et al. [47] 

methods in mammography images. The maximum 

specificity and sensitivity are obtained when the 

operation point adapts to the optimized point. Fig. 3 

shows the ROC plot for three methods and 40 random 

images from 160 shown images.  

 

Table 2. The average quantitative examination of various states for the proposed method on two datasets. 

Method P Re Acc Di  HaD 

ACM with normal Level-Set 0.9008 0.9116 0.9272 0.9008 44.98 

ACM with optimized F function 0.9109 0.9264 0.9329 0.9017 36.12 

ACM with optimized F function and 

pre-processing 
0.9389 0.9412 0.9411 0.9328 28.74 

ACM with optimized F function, pre-

processing and designed initializing 
0.9571 0.9560 0.9625 0.9474 22.18 

 

Table 3. Valid segmentation approaches for mammography and the brain compared to the suggested system images. 

Method P Re Acc Di  HaD 

DACN [16] 0.9076 0.8432 0.9319 0.8463 24.46 

Le [32] 0. 8976 0. 8866 0.9011 0.8355 38.67 

Yang [47] 0. 9311 0. 9472 0.9355 0.9145 23.89 

Our model 0.9571 0.9560 0.9625 0.9474 22.18 
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Fig. 3. Comparison the performance of the proposed model and other similar states based on ROC curves in both 

datasets. 

 

 
 

 
Fig.4. Four high-boost images belong to breast cancer mammography image, left to right, active contour initializing 

step on the original image, curve progress in 150 loop repeats, curve progress in 250 loop repeats, curve progress in 

400 loop repeats. Four high-boost images belong to brain tumor MR image left to right, active contour initializing step 

on the original image, curve progress in 150 loop repeats, curve progress in 250 loop repeats, curve progress in 400 

loop repeats. 

 

 

The overlap percentage of the proposed method, whatever physicians and radiologists were expressed, is 
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about 75.00%, while such criteria for the Yang et al [47] 

and Zhang are 70.00% and 65.00%, respectively. These 

statistic differences are meaningful considerably for 

physician experts (p Value < 0.01). Fig. 4 shows all 

implementation steps which obtained high accuracy 

detection for cancer tumor for two images. 

Fig. 5 show the level-set output as 3D plots for 

mammography and MR image. The significant 

preference of the proposed algorithm against other same 

methods in literature is rapid convergence and high 

accuracy. In most literature, the number of pixels is an 

essential parameter to convergence. If this parameter 

exceeds, the algorithm faces errors. Still, in the proposed 

algorithm, medical images with high content can also 

process, and tumors can segment with a few repeat 

loops. 

 

 
Fig. 5. 3D output of optimized Level-set for MRI image (left) and mammography image (right) in segmentation of 

tumours. 

 

Tables 2 and 3 show the quantitative comparison of 

different approaches on two MR and mammography 

images. The proposed ACM model performs better than 

all other models, including the optimized AC or Level-

set structure and existing state-of-the-art approaches. 

Table 3 shows the empirical outcomes on both datasets. 

Our model performs best in Hausdor Distance (22.18), 

Recall (0.9560), and Dice (0.9474). Compared to the 

baseline CNN architectures (i. e., similar DACN [16]) 

with a significant improvement (3.5%), they suggest that 

the proposed model performs fewer false negatives 

(FN). Our model's accuracy (0.9625) is close to that of 

the best (0.95). Although the proposed structure's 

precision is lower than CNN architectures, it is still 

relatively high. 

It is also worth noting that our ACM with optimized 

Level-set delivers consistent Hausdor Distance results 

on both image sets. The HaD calculates the span 

between two surfaces, demonstrating that the suggested 

ACM results in more exact object boundary localization.
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Fig. 6. The effects of the trimap analysis on two image sets. The illustrated bar chart about trimap analysis on MR 

images (Top chart). The same bar chart on mammography images (Bottom chart). Dice is measured in the area 

circling the tumor borders, where trimap width depicts the band of this area. 

 

Segmentation outcomes of various approaches are 

revealed in Fig. 6. The target lines of borders are difficult 

and low-contrast to the background of original image, 

therefore losing CNN architectures. Nevertheless, in 

such states, the proposed ACM still produces nearly 

accurate prediction maps. Trimap analysis is used to 

measure the depiction of edges and borders. In Fig. 6, 

we show bar charts concerning linked outcomes to 

examine various models' quality. On both datasets, our 

model achieves higher Dice in all settings than CNN 

structures (such as DACN [16] and related models). The 

mentioned outcomes show that the proposed model has 

an influential ability to recognize accurate tumors or 

object borders, profiting from the utilization of ACMs. 

 

5.  CONCLUSION 

The purpose of this article is to describe a technique 

for detecting the borders of malignant masses. This 

system performs well in terms of speed and accuracy, 

and it is more powerful when it comes to combining 

related tasks. High processes in low time for high 

dimensions images are advantages that make a special 

performance from other similar methods. The proposed 

algorithm can extract tumors from medical images at a 

prominent level. One hundred sixty mammograms and 

MR images were taken from two medical images 

datasets with optimum accuracy, recall, and precision 

equal to 96.25%, 95.60%, and 95.71%. In the future, we 

implemented this algorithm on multiple images from 

various datasets. In addition, our proposed ACM model 

with preprocessing step, optimized Level-set, and 

automatic initializing can further be utilized to 

Multiclass Semantic Segmentation (MSS), where the 

problem of MSS should be decomposed into different 

single class segmentations. Additional research on the 

workings of our ACM's mechanism will be carried out 

in the future. We will see whether we can incorporate 

CNN structures into the proposed model. 
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