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ABSTRACT: 

Analyzing human behavior and detecting visual anomaly are important applications of video surveillance systems in 

many fields such as security systems and intelligent buildings. Person re-identification (RE-ID) is one of the main steps 

in a surveillance system, where, it has directly an effect on system performance. Occluded body parts, backgrounds 

clutter, and variations in pose and scene illumination are some noticeable problems in appearance-based RE-ID 

approaches, as they have an effect on pedestrians’ appearance during tracking task. Among the mentioned problems, 

person RE-ID considering appearance changes caused by occlusion can be considered as a common problem in video 

surveillance systems. In this paper, some existing people RE-ID approaches are briefly reviewed in terms of robustness 

to person body occlusion. Also, the experimental results reported in these approaches are compared using some partial 

occluded databases. The comparison results demonstrate the supremacy of the non-pose-guided RE-ID approaches. 
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1.  INTRODUCTION 

Video surveillance systems consist of a network of 

cameras with overlapping or non-overlapping field of 

view, in order to monitor the position and behavior of 

people in public and private places such as airports [1], 

train stations [2], shopping centers [3], and intelligent 

buildings [4]. The environment covered by these 

cameras can be the interior or exterior of a building, or a 

combination of both. One of the important points in 

video surveillance systems is re-identifying persons 

accurately [5]. Person RE-ID is used to determine labels 

of persons in a camera’s field of view and re-identifying 

them after a while, whether in the same camera’s field 

of view or in the field of view of another cameras [6]. 

Person RE-ID as one of the most effective steps in 

surveillance systems, is a necessary prerequisite for high 

level processing such as analyzing the persons behavior 

and recognizing events [7]. Hence, accurate person RE-

ID improves high level processing, and consequently 

improves the performance of video surveillance 

systems. 

Re-identifying persons in each of the internal and 

external environments has its own problems. Partial 

occluded body parts, backgrounds clutter, and variations 

in pose and scene illumination are some noticeable 

problems in RE-ID approaches as they lead variations in 

persons’ appearance [8]. Note that, variations in 

persons’ appearance reduces the accuracy of 

appearance-based RE-ID approaches.  

In Fig. 1, the mentioned problems are shown using 

some images from the DukeMTMC-reID [9], VIPeR 

[10], GRID [11], and 3DPeS [12] databases. In each 

column of the figure, a pedestrian at two different 

camera views is shown. In sample 1, the person body is 

occluded by the car. Also, in sample 3, the carried object 

occludes body parts. In sample 2, in the field of view of 

different cameras, the background of the same person 

changes. Note that, in holistic characteristic extraction 

approaches, the occluded regions as well as background 

are treated as the persons’ appearance. Meanwhile, 

according to samples 3 and 4, variations in person pose 

and scene illumination across different cameras affect 

the visual appearance characteristics.  

 
Sample 1 Sample 2 Sample 3 Sample 4 
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Fig. 1. Some images from the DukeMTMC-reID, 

VIPeR, GRID, and 3DPeS databases. 
 

Considering the above-mentioned points, in this 

paper we briefly review and compare the performance of 

some people RE-ID approaches in terms of robustness 

to human body occlusion. In this field, some RE-ID 

approaches are proposed based on several auxiliary 

modules such as pose estimation and semantic 

segmentation approaches, whereas another RE-ID 

approaches are introduced without depending on 

auxiliary modules. Hence, in this paper we categorize 

the RE-ID approaches into two groups as: the RE-ID 

approaches which are based on the guidance of pose 

estimation approaches; and those that do not use the 

guidance of pose estimators.  

This paper is organized as follows. The occluded 

person RE-ID approaches are briefly reviewed in 

Section 2. The commonly used databases for occluded 

people RE-ID are introduced in Section 3. The 

performance comparison between the reviewed 

approaches is depicted in Section 4. Finally, the 

conclusions are driven in Section 5. 

 

2.  PEOPLE RE-ID APPROACHES 

CONSIDERING OCCLUSION 

As mentioned in Section 1, the occluded pedestrian 

RE-ID approaches are categorized into two groups as: 

the RE-ID approaches that are guided using pose 

estimation approaches, namely pose-guided RE-ID 

approaches; and those that do not use the guidance of 

pose estimators, namely non-pose-guided RE-ID 

approaches. In this section, we briefly review some RE-

ID approaches that are in the mentioned groups. 

 

2.1.  Pose-guided RE-ID approaches 

Wang et al., [13], proposed a pedestrian RE-ID 

framework for learning high-order relation and topology 

information of the person body. In this framework, 

semantic local characteristics are extracted from a 

Convolutional Neural Network (CNN) based on the key 

points estimated by a human key points estimator. Then, 

by considering the local characteristics as nodes of a 

graph, an Adaptive Direction Graph Convolutional 

(ADGC) layer is proposed for passing relation 

information between nodes. Since, aligning two groups 

of local characteristics from two images is considered as 

a graph matching problem, in [13] a Cross-Graph 

Embedded Alignment (CGEA) layer is used to learn 

topology information and jointly embed topology 

information into local characteristics. 

In [14], the occluded and non-occluded body parts 

are determined by training a part label generator. In this 

generator, a pose estimator is applied to extract the key 

points of the person body, where, it estimates the 

coordinates and confidence score of each key point. 

Considering the images as horizontal regions, the 

number of key points in each region and their confidence 

scores are used in a voting mechanism to decide about 

the existence of occlusion in the region. In the voting 

mechanism, the confidence score of a key point is treated 

as a weight which is used in voting whether the 

corresponding region is occluded or not. The higher 

confidence score denotes the higher voting weight.  In 

this mechanism, the existence of occlusion in each 

region is judged considering a threshold for the 

summation of the corresponding key points’ weights. 

Finally, in order to determine the visibility scores of 

body parts without needing key points, a discriminator 

is tuned using the characteristics of each horizontal 

region extracted from a CNN and the part labels 

generated by the generator in an end-to-end manner. 

The RE-ID approach introduced by Miao et al.,[15], 

consists of three branches based on the estimated human 

body poses. In the first branch, namely Pose-Masked 

Characteristic Branch, a pre-trained pose estimator 

extracts the key points of the person body. Considering 

a threshold on the confidence scores of the key points, 

the occluded and non-occluded body parts are estimated. 

The non-occluded parts are then used to provide spatial 

masks in order to guide the CNN in focusing on the 

informative regions of the images (i.e., non-occluded 

body parts). In the second branch, namely Pose-

Embedded Characteristic Branch, a pose embedding is 

generated using the non-occluded body parts. Using this 

branch as the gates in the CNN, leads to adaptively tune 

the response of the network channels, where, the gates 

active the channels associated with non-occluded parts, 

as well as, suppress the channels related to the occluded 

body parts. In the third branch, for determining the 

similarity between probe and gallery images, first, the 

non-occluded regions of the images are determined 

using the estimated pose. Then, the local characteristics 

correspond to the non-occluded body parts are used for 

comparing between the images. 

Xu et al., [16], tried to detect the occluded and non-

occluded regions of the person body, and decrease the 

effects of occluded region on extracted characteristics 

and matching steps. To achieve this goal, in this 

approach, a pedestrian RE-ID framework, namely dual-

attention RE-ID (DAReID), is proposed, where it 

involves two branches as a mask branch and a global 

branch. In the mask branch, a Pose-Guided Spatial 

Attention approach (PGSA) is used in order to obtain the 

occluded and non-occluded body parts. In this branch, 
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for occluded parts, pose guided coarse labels are 

obtained using key points of the person body. The 

obtained coarse labels are then used to guide the back-

bone network (i.e., ResNet-50 [17]) to learn local 

characteristics. Besides, in the global branch, the visual 

activation levels of different regions are obtained using 

activation-based attention approach. The obtained visual 

activation levels are merged with pedestrian pose 

information in order to define Weighted Local Distances 

(WLD). In addition, the WLD learning approach is used 

for forcing the back-bone network to learn more 

discriminative local characteristics. 

Zheng et al., [18], proposed a people RE-ID 

framework, namely Pose-Guided Characteristic 

Learning with Knowledge Distillation [19] (PGFL-KD). 

This framework includes a Main Branch (MB), and two 

pose-guided branches, namely a Foreground Enhanced 

Branch (FEB), and a body part Semantics Aligned 

Branch (SAB). In FEB, the foreground characteristic 

alignment is performed by emphasizing the 

characteristics of non-occluded body parts, as well as, 

ignoring the interference of occluded regions and 

background. In SAB, for obtaining body part semantics 

aligned representation, different channel groups are 

forced for focusing on different body parts. Also, MB is 

trained using both the characteristics extracted in FEB 

and SAB in a knowledge distillation and interaction-

based training manner. 

Ma et al., [20], proposed a Pose-guided Inter-part and 

Intra-part Relational Transformer (PIRT) approach, 

assuming fixed positions of a pedestrian in the images. 

In this approach, first, a pose-guided characteristic 

extraction module is used for extracting key points, and 

then expanding their corresponding regions into person 

body masks. In this approach, the expanded regions are 

merged into three groups as upper, middle, and lower 

parts of body in order to extract local characteristics 

from body parts. Hence, the generated masks and 

extracted characteristics from a back-bone network are 

used as the input of Intra-part Relational Module (IRM), 

where, they guide IRM to create the local relations in 

each group. In IRM, a Global Average Pooling (GAP) 

layer is utilized for merging the information in each 

group as local characteristics. These characteristics are 

then passed throughout the Inter-part Relational 

Transform (IRT) module, where, it obtains cross 

relationships between parts as the structural 

characteristics using transformers. For re-identifying the 

pedestrians, the nearest neighbor of the probe image is 

obtained based on extracted local and structural 

characteristics. 

Wang et al., [21], proposed a framework, namely 

Shrinking and Re-weighting Network (SRNet). SRNet 

learns global characteristics via shrinking as well as re-

weights local characteristics simultaneously. In this 

framework, ResNet50 is used as a back-bone network, 

where, it is improved by adding the Deep Residual 

Shrinkage (DRS) module [22], to the stages 1 to 3 of the 

back-bone for eliminating different noisy characteristics 

caused by occlusion. To achieve this goal, DRS module 

learns the soft thresholds for converting the near-zero 

characteristics to zeros. The extracted global 

characteristics from the improved back-bone are then 

converted to the local semantic part characteristics, 

using the heat maps of the key-points obtained from a 

pose estimator, namely HRNet [23]. The extracted 

global and local characteristics are then passed 

throughout the Re-weight Module for Part Matching 

(RMPM) in order to learn self-adaptive weights for 

global and local characteristics in Re-weight Module 

(RM). Using the RM, the effects of characteristics 

extracted from the occluded body parts are reduced in 

part matching. 

 

2.2.  Non-pose-guided RE-ID Approaches 

Yan et al., [24], proposed a RE-ID model to extract 

discriminative single-scale global-level characteristics 

from the non-occluded body parts. In this model, first, 

occluded samples are generated using a data 

augmentation approach, namely Compound Batch 

Erasing (CBE). Then, the occluded and non-occluded 

samples are passed throughout the ResNet-50 in order to 

optimize a proposed Bounded Exponential Distance 

(BED) loss function. In BDE lose function, an 

exponential penalization enables the model to learn 

various local discriminative parts in pairs of images with 

high similarities. Also, in this RE-ID model, the 

reconstructive pooling layer of the back-bone (i.e., 

ResNet-50), is modified using Disentangled Non-Local 

operation (DNL) added to the second/third stage of 

ResNet-50 for forcing the network to focus on the non-

occluded body parts.  

In [25], the occluded pedestrian RE-ID is formulated 

as a set matching problem. In this approach, a CNN is 

used as a back-bone network to extract characteristics 

from images. The extracted characteristic vector of an 

image is passed throughout a non-linear activation 

function and the output of the activation function is 

considered as a pattern set. Each pattern set is 

represented using a global vector, where, each element 

of the global vector denotes a specific visual pattern. The 

similarity between the images is determined based on 

their global vectors using a proposed Jaccard similarity 

coefficients as the metric. In the proposed metric, 

minimization and maximization operations are used to 

respectively simulate the intersection and union 

operations used in classic Jaccard similarity in order to 

provide the proposed metric applying on continuous real 

numbers, as well as, training network. Also, in order to 

use the set matching problem in training CNN, a Jaccard 

triplet loss is proposed in [25].  

Jia et al., [26], proposed a RE-ID approach based on 
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disentangled representation learning, namely DRL-Net. 

DRL-Net involves a CNN back-bone and encoder-

decoder layers based on the transformer architecture 

[27], used for extracting compact representations, as 

well as, generating characteristics of semantic 

component. Using transformer architecture in DRL-Net 

and accordingly global reasoning of local characteristics 

existed in occluded person images bring alignment free 

RE-ID framework. In this approach, using learnable 

positional encodings, spatial information is encoded into 

label-relevant characteristics for matching between 

images, and label-irrelevant characteristics for occlusion 

interference elimination. The encoded information is 

added to the input of the encoder attention layers. Also, 

a set of learnable input is defined for decoder layers, as 

semantic preferences object queries to obtain semantic 

components characteristics. Using the objects queries 

the representations of undefined semantic components 

existed in the occluded person images are disentangled. 

Besides, decoder of the transformer imposes a 

decorrelation constraint on semantic preference object 

queries in order to make them to focus on related 

semantic components. 

Li et al., [28], introduced a Part-Aware Transformer 

(PAT) approach for people RE-ID under occlusion. 

Similar to [26], this approach is based on transformer 

architecture. PAT consists of a transformer encoder and 

a transformer decoder. In the transformer encoder, a self-

attention approach is used to extract context information 

from the image. Also, in order to obtain context aware 

characteristic map robust to background clutters, the 

correlation of the characteristic map pixels is modeled, 

where, similar pixels are aggregated. In the decoder, a 

set of learnable part prototypes is defined for generating 

part-aware masks, where, they focus on discriminative 

person body parts. In this approach, the part-aware 

masks are obtained by determining the similarity 

between the characteristic map pixels and part 

prototypes, where, a part-aware mask contains the 

spatial distribution of a specific body part. Using these 

masks, characteristics of person body parts are obtained 

by a weighted pooling. Also, part diversity and part 

discriminability approaches are introduced in [28] for 

guiding the part prototype learning. The part diversity 

approach is used for obtaining lower correlation between 

characteristics of part and forcing part prototypes to 

focus on different discriminative foreground regions. 

Besides, the part discriminability approach is used for 

forcing characteristics of part to identity discriminative 

using part classification and a triplet loss. Finally, the 

transformer encoder and decoder are simultaneously 

optimized in order to learn part prototypes.  

Hou et al, [29], attempted to recover the occluded 

body parts, where, they proposed a characteristics 

completion block, namely Region Characteristic 

Completion (RFC), for video-based occluded person 

RE-ID. In this approach, an Adaptive Partition Unit 

(APU) is proposed for dividing the characteristic maps 

extracted from the back-bone network adaptively into 

different regions, where, each region is related to a 

specific body part. Then, based on a region-encoder and 

a region decoder, a Spatial Region Characteristic 

Completion (SRFC) module is proposed for recovering 

the occluded regions using spatial information. In this 

module, first, the region-encoder learns the correlation 

between non-occluded and occluded body parts. Then, 

the occluded body parts and corresponding non-

occluded parts are aggregated to an intermediate node 

using the region encoder. Besides, the spatial correlation 

is used in the region-decoder for recovering occluded 

region characteristics. In this step, the characteristics of 

the occluded body parts are estimated from the 

intermediate node using the region-decoder. Indeed, in 

SRFC for recovering characteristics of occluded parts, 

the information from corresponding non-occluded body 

parts is propagated to the occluded parts via the 

intermediate nodes. 

Wang et al., [30], proposed a Self-guided Body Part 

Alignment approach (SBPA), where, it obtains 

significant body parts in order to extract discriminative 

characteristics. This approach, first, generates the scale-

wise Global Attention Modules (GAM) with cross-scale 

information, where, they are used for automatically 

determining the significant body parts. In this approach, 

Local Relation Transformer (LRT) networks are used 

for independently predicting semantic-aligned local 

parts. Using relation message passing via a transformer 

network, the predicted semantic-aligned parts are 

represented in this step. Also, the local predictions are 

guided to be semantic using a Self-guided Constraint 

Loss (SCL), where, it minimizes the difference between 

local and anchored global attentions. Meanwhile, the 

similarity between the extracted characteristics from the 

images are computed and further are merged based on a 

calculated score visibility of the body parts in order to 

reduce the effects of the occluded parts. 

Jin et al., [31], introduced a supervised people 

segmentation module, namely attribute-guided 

occlusion-sensitive pedestrian segmentation (AOPS). 

AOPS is trained using randomly occluded sample 

images in order to segment the occluded images. Then, 

shift characteristic adaption (SFA) module uses the body 

part masks obtained from AOPS for generating the 

discriminative appearance characteristics. In SFA, first, 

the non-occluded samples are passed throughout the 

occlusion batch painting (OBP) module in order to 

generate the occluded samples. Then, the segmentation 

masks and characteristics of generated occluded samples 

are used as the input of a shift attention representation 

(SAR) module in order to extract the shifted visible 

characteristics from the samples. The extracted 

characteristics and corresponding masks are passed 
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throughout a mask-based drop block (MDB) module for 

refining the extracted characteristics. Finally, a visible 

region matching (VRM) approach is used in test step, for 

eliminating useless parts of non-occluded person body. 

In this approach, the segmentation masks of the gallery 

images are substituted with the mask of the probe image. 

Using the mask of the probe image, SFA is guided to 

extract characteristics from those regions of the gallery 

images which are visible in the probe image. 

Chen et al., [32], proposed an Occlusion-Aware 

Mask Network (OAMN), where, it involves three parts 

as: an occlusion augmentation module, an attention-

guided mask module, and an occlusion unification 

module. The occlusion augmentation module generates 

various occluded sample images by adding randomly 

scaled rectangular patches to the images. In attention-

guided mask module, spatial weight maps are generated 

for each input characteristic via RGA-S [33]. This 

module is trained based on the occluded samples and 

spatial weight maps to extract characteristics from 

person body parts in occluded and non-occluded images. 

For re-identifying probe image, the occlusion unification 

module is used, where, it is trained using the occluded 

samples in order to learn a supervised grader. The 

learned grader, determines the location of occlusion 

existed in the images considering four locations (i.e., 

top, bottom, left, right), and two areas (i.e., half, quarter). 

After obtaining the location of Occluded body parts in 

the probe image, the same location in the gallery images 

is occluded in order to reduce ambiguity of the probe 

image. 

Huang et al., [34], proposed an adversarial model, 

where, it contains two CNNs (CNNs) and a 

discriminator. The CNNs are used to learn 

characteristics of non-occluded and occluded images, 

and the discriminator is used for distinguishing between 

them. In this approach, for generating the occluded 

samples, first, the salient regions of the attention maps 

are considered as the location of Occluded body parts. 

Then, the corresponding location in the non-occluded 

image is substituted with a constant random value. The 

occluded sample generation is used simultaneously in 

each iteration of the CNN training process in order to 

learn the location of Occluded body parts, as well as, 

generate various training occluded samples. The 

occluded images are then used for confusing a 

discriminator in distinguishing between the 

characteristics of the original non-occluded and 

occluded samples. In re-identifying the probe images, 

both the characteristics of the original non-occluded 

images and occluded image are integrated for 

representing the pedestrian images, in order to improve 

the accuracy of matching between the images. 

Zhang et al., [35], proposed an attention mechanism, 

where, they guide the back-bone CNN to focus on the 

non-occluded body parts. The main idea of the proposed 

attention mechanism, is that different channels of CNN-

based pedestrian detectors (in this research i.e., 

FasterRCNN pedestrian detector [36]) are selective and 

show responses for different parts of body. Hence, in 

[35], a channel-wise attention mechanism is added to the 

characteristic extractor network (i.e., ResNet50), in 

order to generate attention parameters (i.e., weights), for 

different channels of the extracted convolutional 

characteristics, where, lower weights are assigned to the 

channels correspond to the occluded regions, whereas, 

higher weights are assigned to the channels correspond 

to the body parts. Consequently, in this approach, using 

the attention mechanism in the back-bone network 

forces the network to focus on the characteristics of the 

body parts. 

 

3.  COMMON DATABASES USED FOR 

OCCLUDED PERSON RE-ID 

In this section, we briefly review some commonly 

used databases for assessing the performance of 

occluded person RE-ID approaches, i.e., Occluded-

DukeMTMC [37], Occluded-ReID [38], Partial-REID 

[39], Partial-iLIDS [40], Market1501 [41], and 

DukeMTMC-ReID [9]. 

Partial-REID database involves 600 images from 

60 pedestrians captured from a university campus with 

various viewpoints and occlusions. For each person, it 

has 5 non-occluded (holistic) and 5 occluded (partial) 

images in gallery and query sets, respectively. In Fig. 2, 

some data samples from Partial-REID database are 

shown. Each column of this figure is related to a data 

sample. 

 

Fig. 2. Some data samples from Partial-REID 

database. 
 

Partial-iLIDS database is collected based on iLIDS 

database [42], where, it involves 238 images from 119 

pedestrians captured via multiple non-overlapping 

cameras in the airport. Also, in this database the 
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occluded regions of the samples are manually cropped. 

In Fig. 3, some data samples from Partial-iLIDS 

database are shown. Each column of this figure is related 

to a data sample. 

 

 

Fig. 3. Some data samples from Partial-iLIDS 

database. 
 

Note that, as the Partial-REID and Partial-iLIDS are 

small databases, the existing occluded person RE-ID 

approaches usually use these databases in the test stage. 

Occluded-REID is another occluded person image 

database, where, it involves 2000 images from 200 

occluded persons. This database has 5 occluded images 

as well as 5 non-occluded images for each pedestrian, 

where, they are captured using mobile cameras. In Fig. 

4, some data samples from Occluded-REID database are 

shown. 

 

 

Fig. 4. Some data samples from Occluded-REID 

database. 
 

Market-1501 database involves a few occluded 

samples. Hence, it is usually used for assessing non-

occluded person RE-ID approaches. Meanwhile, this 

database is used to assess the generalization ability of the 

occluded person RE-ID approaches. Market-1501 

involves 32688 images from 1501 pedestrians captured 

via 6 cameras. The training, gallery, and query sets of 

this database have 12936, 19732, and 3368 images 

respectively. In Fig. 5, some data samples from Market-

1501 database are shown. 

 

 

Fig. 5. Some data samples from Market-1501 

database. 
 

DukeMTMC-reID database involves 1404 

pedestrians captured via 8 cameras, where, it has 16522, 

2228, and 17661 images in training, query, and gallery 

sets respectively. Similar to Market-1501, this database 

is used to assess the generalization ability of the 

occluded person RE-ID approaches. 

Occluded-DukeMTMC is the largest database used 

for occluded person RE-ID. It involves the occluded 

images of DukeMTMC-reID database, where, it has 

15618, 17661, and 2210 images in training, gallery, and 

query sets respectively. Note that in this database, all of 

the query images are occluded. In Fig. 6, some data 

samples from DukeMTMC-reID database are shown. 

Each column of this figure is related to a data sample. 

 

     

     

Fig. 6. Some data samples from DukeMTMC-reID 

database. 
 

4.  PERFORMANCE COMPARISON BETWEEN 

OCCLUDED PERSON RE-ID APPROACHES 

In this section, the experimental results from some 

existing occluded person RE-ID approaches are 

reviewed based on the Occluded-DukeMTMC, 

Occluded-ReID, Partial-REID, Partial-iLIDS, 

Market1501, and DukeMTMC-ReID databases. The 

performance of these approaches is compared using the 

reported Rank-1. Rank-k (k = 1, 2, 3, …) is a common 

measure used to assess the performance of people RE-

ID approaches. The accuracy of RE-ID approaches is 

usually treated as a function of Rank-k, where, for 
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ranking the obtained results from a RE-ID approach, k 

denotes that k-top matches the correct answer [43, 44]. 

Consequently, Rank-k is a strictest measure for k = 1, 

whereas, this measure permits some error for k > 1. In 

Table 1, the performance of some occluded person RE-

ID methods is compared based on the best reported 

results in Rank-1. 

 
Table 1. Comparison between the performance of occluded 

person RE-ID approaches based on Rank-1. 

 Occluded databases 

Non-
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databases 
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P
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Wang et 

al., [13] 
55.1 80.3 85.3 72.6 94.2 86.9 

Yang et 

al., [14] 
62.2 81.0 85.7 80.7 - - 

Miao et 

al., [15] 
56.3 - 72.5 70.6 92.7 86.2 

Xu et al., 

[16] 
63.4 - 76.7 68.1 94.6 88.9 

Zheng et 

al., [18] 
63.0 80.7 85.1 74.0 95.3 89.6 

Ma et al., 

[20] 
60.0 - - - 94.1 88.9 

Wang et 

al., [21] 
65.5 80.6 86.0 - 94.5 87.3 

N
o

n
-p

o
se

-g
u

id
e
d

 

Yan et 

al., [24] 
69.0 78.5 - - 96.1 91.1 

Jia et al., 

[25] 
66.6 - - - - - 

Jia et al., 

[26] 
65.0 - - - 94.7 88.1 

Li et al., 

[28] 
64.5 81.6 88.0 76.5 95.4 88.8 

Hou et 

al., [29] 
63.9 - - - 95.2 90.7 

Wang et 

al., [30] 
64.5 - - - 96.0 89.6 

Jin et al., 

[31] 
55.4 82.5 86.8 81.7 94.6 87.5 

Chen et 

al., [32] 
62.6 - 86.0 77.3 93.2 86.3 

Huang et 

al., [34] 
- - - - 95.5 87.9 

Zhang et 

al., [35] 
- - 53.7 46.2 92.8 81.1 

 

Wang et al., [13], focused on the high-order relation 

and topology information of the person body. In this 

approach, persons’ key points are estimated by a pose 

estimation approach. Then, semantic local 

characteristics were extracted from a CNN based on the 

estimated key points. Also, Yang et al., [14], used a 

voting mechanism for determining the visibility scores 

of body parts, where, it was based on the human key 

points. In this mechanism, the images are considered as 

horizontal regions and, in each region, the existence of 

occlusion was determined based on the number of key 

points as well as their confidence scores. In [15], the 

occluded and non-occluded body parts were estimated 

considering a threshold on the confidence scores of the 

key points extracted by a pre-trained pose estimator. In 

this approach, the estimated non-occluded parts were 

used to provide spatial masks for guiding the CNN in 

order to focus on the non-occluded body parts. Xu et al., 

[16], used a pose-guided spatial attention approach for 

determining the occluded and non-occluded body parts. 

In this approach, for occluded parts, pose guided coarse 

labels were obtained via key points of the person body. 

Then, the obtained coarse labels were used for guiding 

the CNN to learn local characteristics. Besides, the RE-

ID module proposed in [18], involves two pose-guided 

branches, namely FEB and SAB branches. Meanwhile, 

a pose-guided characteristic extraction module was used 

in [20], to extract human key points, as well as, expand 

their corresponding regions into person body masks, 

where, it was used in order to extract local characteristics 

from body parts. In [21], the global appearance 

characteristics were converted to the local semantic part 

characteristics, using the heat maps of the key-points 

obtained from a pose estimator. Not that, at least one 

stage of the above-mentioned RE-ID approaches, is 

based on the results obtained from a pose estimator 

module. However, the pose estimation approaches suffer 

from some errors in estimating the human key points. 

Consequently, the performance of mentioned pose-

guided RE-ID approaches directly depends on the 

performance of pose estimators. 

Yan et al., [24], used a data augmentation approach, 

namely CBE, to create occluded samples from non-

occluded images. Then ResNet-50 was trained using the 

occluded and non-occluded samples in order to learn 

various local discriminative parts in pairs of images with 

high similarities. Meanwhile, in this approach, the 

reconstructive pooling layer of the ResNet-50, was 

modified by adding a DNL operation to the second/third 

stage of the network. This modification along with 

training the network using both the occluded and non-

occluded samples, force the network to automatically 

focus on the non-occluded body parts. Hence, according 

to the reported results in Table 1, the re-dentification 

approach proposed in [24], outperforms other comparing 

approaches on Occluded-DukeMTMC, DukeMTMC, 

and Market1501 databases. Besides, in [25], first, a CNN 

was used to extract characteristics from images. Then, 

the extracted characteristic vector was converted to a 

pattern set using a non-linear activation function. The 

pattern set was represented using a global vector, where, 

each element of the global vector denoted a specific 

visual pattern. Besides, the similarity between the 

images was considered as matching between the sets. 

Hence, Jaccard similarity coefficients as the metric was 
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used in [25] to determine similarity between the global 

vectors. Converting the row extracted characteristics to 

the specific visual patterns, improves the performance of 

this approach on Occluded-DukeMTMC comparing 

other non-pose-guided RE-ID approaches (excepted 

[24]). 

Jia et al., [26], provided alignment free RE-ID 

framework, using transformer architecture and 

accordingly global reasoning of local characteristics 

existed in occluded person images. In this approach, 

spatial information was encoded into label-relevant 

characteristics and label-irrelevant characteristics. The 

encoded information was added to the input of the 

encoder attention layers. Also, a set of learnable input 

was defined for decoder layers, as semantic preferences 

object queries to obtain semantic components 

characteristics. The representations of undefined 

semantic components in the occluded samples were 

disentangled using the objects queries. Similar to [26], 

the RE-ID approach proposed in [28], was based on 

transformer architecture, where, it consisted of a pixel 

context-based transformer encoder and a part prototype-

based transformer decoder. In the pixel context-based 

transformer encoder, a self-attention approach was used 

to extract context information from throughout the 

image. In the part prototype-based decoder, a set of 

learnable part prototypes was defined to generate part-

aware masks, where, the masks were used to focus on 

discriminative person body parts. Besides, in [29] the 

characteristic maps extracted from the back-bone 

network adaptively were divided into different regions, 

where, each region was related to a body part. Then, to 

recover the occluded regions, SRFC module was 

proposed based on a region-encoder and a region 

decoder. In this module, the region-encoder learns the 

correlation between non-occluded and occluded body 

parts. The spatial correlations were used in the region-

decoder for recovering occluded region characteristics. 

In this approach, the characteristics of the occluded body 

parts were estimated from the intermediate node using 

the region-decoder. Also, in [30], LRT networks were 

used to independently predict body parts. Similar to the 

pose-guided RE-ID approaches, relying on the obtained 

results from encoder and decoder layers, imposes some 

errors in these RE-ID approaches. 

The RE-ID approaches proposed by Jin et al., [31], 

was based on a supervised people segmentation module, 

namely AOPS, where, it was trained using randomly 

occluded sample images. The body part masks obtained 

from AOPS were then used to extract the discriminative 

appearance characteristics. In this approach, the 

segmentation masks of the gallery images were 

substituted with the mask of the probe image, in order to 

extract characteristics from those regions of the gallery 

images which were visible in the probe image. Chen et 

al., [32], proposed an occlusion unification approach, 

where, it was trained using the occluded samples to learn 

a supervised grader. The learned graded, then, 

determined the location of occlusion existed in the 

images. After obtaining the location of occluded body 

parts in the probe image, the same location in the gallery 

images was occluded for reducing ambiguity of the 

probe image. Note that ignoring some regions of the 

gallery images, may lead to miss some discriminative 

characteristics existed in these regions. Besides, an 

adversarial model was proposed by Huang et al., [34], 

where, it contained two CNNs and a discriminator. The 

CNNs were used to learn characteristics of non-occluded 

and occluded samples. Meanwhile the discriminator was 

used to distinguish between the extracted characteristics. 

In this RE-ID approach, the salient regions of the 

attention maps were considered as the location of 

occluded body parts. Hence, the corresponding location 

in the non-occluded image was substituted with a 

constant random value in order to generate occluded 

samples. Note that, the salient regions of the attention 

maps may denote saliant characteristics in the 

pedestrians’ appearance. Hence, occluding these regions 

may lead to miss some discriminative appearance 

characteristics. Meanwhile, in [35], a channel-wise 

attention mechanism was added to the ResNet50, in 

order to generate attention parameters (i.e., weights), for 

different channels of the extracted convolutional 

characteristics. However, tuning the effects of different 

channels of the extracted characteristics based on the 

attention maps, may lead to miss some discriminative 

characteristics.  

Considering the above-mentioned points, developing 

complex module for occluded person RE-ID imposes 

some errors according to the errors of the module’s parts. 

This point is especially obvious in some pose guided 

RE-ID approaches, where, the performance of the RE-

ID approaches directly has an effect on the accuracy of 

the pose estimators. Hence, it is important to develop 

RE-ID approaches with incorporating minimum 

auxiliary modules. Besides, all the above-mentioned 

RE-ID approaches tried to handle the problem of 

appearance changes caused by occlusion. However, the 

type of the considered occluded body parts was the 

occlusion caused by crowded background. Note that, in 

addition to the occlusion caused by crowded 

background, the occlusion may be occurred by carried 

objects. In this situation, the above-mentioned 

approaches cannot reduce the effects of occlusion on 

appearance characteristics. Hence, it is necessary to 

develop RE-ID approaches considering both type of 

occlusions. 

 

5.  CONCLUSION 

Pedestrian RE-ID approaches are applied in video 

surveillance systems, where, the performance of these 

approaches have directly an effect on the performance of 
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surveillance systems. This step is used to determine 

labels of pedestrians in images usually using their visual 

appearance. It is a challenging task as the appearance 

may change across the cameras network. Occluded body 

parts, backgrounds clutter, and variations in pose and 

scene illumination are some noticeable problems in 

people RE-ID, as they lead appearance changes. 

Appearance changes caused by occlusion is one of the 

important problems in RE-ID approaches. There are 

some RE-ID approaches considering appearance 

changes caused by occlusion. In this paper, some 

occluded person RE-ID approaches are reviewed briefly. 

Also, the experimental results of these approaches are 

compared based on a number of partial occluded 

databases. The experimental results show that the non-

pose-guided RE-ID approaches have better performance 

compared with the other RE-ID approaches. 
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