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ABSTRACT: 

An Electrocardiogram (ECG) is a test that is done with the objective of monitoring the heart’s rhythm and electrical 

activity. It is conducted by attaching a specific type of sensor to the subject’s skin to detect the signals generated by the 

heartbeats. These signals can reveal significant information about the wellness of the subjects’ heart state, and 

cardiologists use them to detect abnormalities. Due to the prevalence of heart diseases amongst individuals around the 

globe, there is an urgent need to design computer-aided approaches to automatically analyze ECG signals. Recently, 

computer vision-based techniques have demonstrated remarkable performance in medical image analysis in a variety of 

applications and use cases. This paper proposes an approach based on Convolutional Autoencoders (CAEs) and Transfer 

Learning (TL). Our approach is an ensemble way of learning, the most useful features from both the signal itself, which 

is the input of the CAE, and the spectrogram version of the same signal, which is fed to a convolutional feature extractor 

named MobileNetV1. Based on the experiments conducted on a dataset collected from 3 well-known hospitals in 

Baghdad, Iraq, the proposed method claims good performance in classifying four types of problems in the ECG signals. 

Achieving an accuracy of 97.3% proves that our approach can be remarkably fruitful in situations where access to expert 

human resources is scarce. 

 

KEYWORDS: Electrocardiogram (ECG), Deep Learning, Transfer Learning, Convolutional AutoEncoders, 

EfficientNet, Heart Arrhythmia Classification. 

  

1.  INTRODUCTION 

ECG is a two-dimensional plane that continually 

displays the electrical activity of the human heart 

(Electrocardiogram) [1]. Analyzing this impulse 

provides a range of physiological data to examine 

cardiac activity [2]. Heart-related illnesses are serious 

issues for people around the globe. Obesity, diabetes, 

smoking, drinking alcoholic beverages, and other 

modern lifestyle choices are the primary causes of heart-

related illnesses [3]. A variety of causes might impact a 
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human heart's functioning. The characteristics retrieved 

from an electrocardiogram (ECG) signal were 

traditionally used to identify patterns and categorize the 

kind of arrhythmia seen in the signal [4]. Blood is 

pumped throughout the body as a result of the heart's 

rhythmic contractions and regular myocardial 

excitation. Each area of the body may experience 

changes as a result of the small current that the heart 

generates during myocardial contraction and conducts to 

the surface [5]. Most frequently used for ECG diagnosis 

are 12 leads with ten electrodes each, one of which is 

used as a reference for the others (usually is the right leg) 

[6]. Three waves, two intervals, and two segments make 

up a single cardiac cycle's ECG. P wave (atrial 

depolarization), QRS complex wave (ventral 

depolarization), and T wave are three major waves that 

represent the heart's three electrical phenomena 

throughout one cardiac cycle (repolarization) [7]. The 

time it takes for the heart to complete the associated 

electrical shift is indicated by the length of two intervals 

(PR interval and QT interval). 

These features, which ultimately needed a great deal 

of engineering, optimization, or domain knowledge to 

offer high accuracy, included statistical, signal 

procession, and medical features [8]. Support Vector 

Machine (SVM) [9], Random Forest (RF) [10], K-

Nearest Neighbor (KNN) [11], Feed Forward Neural 

Network [12], and a plethora of other classification 

techniques that show capacity in this job are typically 

used for classification once the features have been 

retrieved [13]. Fig. 1 illustrates the processes needed to 

solve an issue using a machine learning technique. 

 

 
Fig. 1. An overview of a machine learning-based 

approach for ECG classification. 

 

Since deep learning-based approaches have 

demonstrated remarkable performance in a variety of 

fields, researchers and engineers have been inspired to 

apply deep learning approaches to the field of 

biomedical image and signal processing [14],[15],[16]-

[17]. As a result of the state-of-the-art results, these 

methods have recently attained in common pattern 

recognition tasks, they have been frequently applied in 

the domain of medical image analysis [18]-[19]-[20]-

[21]. In this context, Recurrent Neural Networks (RNN), 

more especially Long Short Term Memory Networks 

(LSTM) [22] and Convolutional Neural networks 

(CNN) [23] and have demonstrated promising results in 

the ECG domain utilizing deep learning approaches 

[24]. The ability of a neural network to automatically 

learn complicated representative features directly from 

the data itself eliminates the need for human feature 

extraction and is one of the key benefits of employing 

Deep Neural Networks (DNNs) [25]. 

In the literature, a variety of approaches based on 

machine learning and deep learning have been put 

forward for analyzing ECG data [26]. In [27], the 

authors developed a deep CNN-based classifier for 

classifying grayscale images of ECG data. Their 

approach was built up predicting five classes in a dataset 

named MIT-BIH. The accuracy that they achieved was 

99.05. Acharya et al., in [28], used a KNN classifier 

based on seven features extracted using Discrete Cosine 

Transform (DCT). They achieved an accuracy of 98.5 % 

on Physionet open-access databases containing two 

classes for the collected data. In [29], the authors used a 

KNN on 26 features obtained from ECG and VCG data 

and achieved an accuracy of 87.4 % on the MIT-BIH 

dataset. Furthermore, Sannino et al. [30] employed 

CNN-based feature extraction algorithms to analyze the 

ECG data's visual representation. Their approach was 

evaluated on a dataset obtained from 500 unique patients 

and achieved 86% accuracy. 

In this paper, we have addressed the issues in the 

previous works and proposed a novel approach based on 

deep neural networks for classifying the ECG signals. 

Our approach extracts features obtained from both the 

signal itself and also the preprocessed format of it when 

converted to a spectrogram. This way, we are able to 

focus on better features for the downstream task of 

classification. Overall, our contributions to this paper are 

listed in the following: 

1- Proposing a novel method for classifying ECG 

signals into four different classes, three of which exhibit 

abnormality in a heartbeat, and one of them shows the 

normal state of the heart.  

2- Our approach is based on Convolutional 

Autoencoders and MobileNetV1, and it can extract 

features from the signal itself and its spectrogram 

version. 

3- The proposed approach is evaluated on a dataset 

collected from real hospitals, which claims the results' 

reliability. 

 

2.  MATERIALS AND METHODS 

2.1.  Overview 

    This section contains an explanation of our proposed 

methodology. Fig. 2 illustrates an overview of the 

ensemble approach adopted for the classification of the 

target results. 

 

 
Fig. 2. The overview of the proposed method. 
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    In Fig. 2, it is demonstrated that the spectrogram 

version of the signal enters EfficienetNetV1 as its input. 

Meanwhile, the signal itself is the input of the CAE 

module. The CAE learns to reconstruct the signal in a 

way that the difference between the output and the input 

becomes less. This way, we can build a representation of 

the signal in the latent space. As for the EfficientNetV1, 

it learns to extract useful features from the spectrogram, 

and by fusing these features with the latent 

representation generated by the CAE module, we can 

classify the inputs to the target classes. 

 

2.2.  Dataset 

    The dataset used in this study contains 30000 samples 

of ECG signals collected from two healthcare facilities 

in Iraq, namely Al-Andalus and Al Khayal. Fig. 3 

illustrates a sample from the collected dataset. 

 

 
Fig. 3. An ECG signal sample after being plotted. 

 

      The dataset contains 10000 samples of normal 

signals and 10000 samples showing the arrhythmic state 

of the subject. For the purpose of this research, we split 

the dataset in a ratio of 80/20 for train and test. Table 1 

shows the distribution of the data and the number of 

samples in each train and test set. 

 

Tab. 1. The distribution of the data. 

Class Total Train Test 

Normal  15000 12000 3000 

Arrhythmic 15000 12000 3000 

 

2.3.  Preprocessing 

When preparing data for machine learning, 

normalization is a scaling technique that modifies the 

values of numerical columns to use a standard scale [31]. 

Not all datasets in a model require it, and it is only 

necessary when the ranges of the features in machine 

learning models differ. Normalization is employed if the 

characteristics in the dataset have diverse ranges, even 

though it is not required for all datasets accessible in 

machine learning. It aids in improving a machine 

learning model's performance and dependability [32]. In 

this stage, we have two main steps for preprocessing the 

data. In the first step, we get the spectrogram of the 

signals and normalize produced images of spectrograms 

to have a specific standard deviation and mean for their 

pixel values. These images will be the input of the 

feature extraction module. The next step is to normalize 

the signals themselves with the aim of being fed to the 

CAE module. 

 

2.4.  EfficientNet 

    EfficientNet [33] is a convolutional neural network 

design and scaling technique that uses a compound 

coefficient to consistently scale all depth, breadth, and 

resolution parameters. The EfficientNet scaling 

approach evenly scales network breadth, depth, and 

resolution using a set of preset scaling coefficients, in 

contrast to standard practice, which scales these 

variables arbitrarily [34]. For instance, to employ times 

more computing power, we may simply raise the 

network depth, width, and picture size, where there are 

constant coefficients discovered via a tiny grid search on 

the small initial model. Network width, depth, and 

resolution are all uniformly scaled by EfficientNet using 

a compound coefficient. Compound scaling consistently 

scales each dimension with a predetermined fixed set of 

scaling coefficients as opposed to randomly increasing 

width, depth, or resolution. The developers of 

EfficientNet created seven models in different 

dimensions using the scaling approach and AutoML, 

outperforming most convolutional neural networks' 

state-of-the-art accuracy while operating far more 

effectively. The idea behind neural networks is that 

larger input images require more layers to enhance the 

receptive field and more channels to capture more 

minute patterns on the larger images [35]. In comparison 

to other random scaling techniques, the compound 

scaling approach also assisted in enhancing the model 

efficiency and accuracy of earlier CNN models, 

including MobileNet and ResNet, by around 1.4% and 

0.7% ImageNet accuracy, respectively.  

 

2.5.  Convolutional Autoencoders 

Convolutional Autoencoder (CAE) refers to a 

specific type of neural network used to learn data 

encodings in an unsupervised fashion [36]. An 

autoencoder aims to train the network to capture the 

most crucial elements of the input picture to learn lower-

dimensional representation (encoding) for higher-

dimensional data, often for dimensionality reduction 

[37]. Three components make up autoencoders: it has a 

module that shrinks the input data from the train-

validate-test set into an encoded form that there are often 

many orders of magnitude less than the input data [38]. 

Additionally, it features a module that houses the 

condensed knowledge representations, making it the 

most crucial component of the network. A module that 

aids the network in "decompressing" knowledge 

representations and recovering the data from its encoded 

state is also included. Next, the output is contrasted with 

a source of truth. The overall appearance of the 

architecture is depicted in Fig. 4. 
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Fig. 4. The general architecture of a CAE-based 

network. 

 

Compressing the data into a code is the encoder's 

responsibility. By linking a succession of pooling layers, 

each of which reduces the number of dimensions in the 

data, we may apply this phenomenon in neural networks. 

By retaining just the portions of the data that are 

meaningful enough to encode, we may denoise the data 

in this way [39]. The network's decoder component 

serves as the code's interpreter. Convolutional neural 

networks allow for the reconstruction of images using a 

specific algorithm. This element can be viewed as a 

decompression, interpretation, or value extraction tool. 

 

3.  EXPERIMENTAL RESULTS 

3.1.  Experimental Setup 

Python 3.8 has been chosen as the programming 

language in this study to implement the proposed 

method. Additionally, Pytorch 1.1 serves as the deep 

learning framework that is utilized for model training 

and implementation. The computer utilized for this work 

featured a GeForce GTX 2070 graphics processor and an 

Intel® CoreTM i7-10500 processor running at 2.90 GHz 

(GPU). 

 

3.2.  Classification Metrics 

This subsection details all the metrics which are used 

for evaluating our approach. These metrics are famous 

in every classification challenge and provide us with a 

trustworthy insight into the performance of the 

classifier.  

 

1- Confusion Matrix (CM): A classification 

model’s performance on a set of test data for 

which the real values are known is frequently 

described using a confusion matrix. It 

comprises four different elements, namely True 

Positive (TP), True Negative (TN), False 

Positive (FP), and False Negative (FN). TP is 

the number of positive samples that are 

predicted correctly. TN is the number of 

negative samples that are correctly classified as 

negative. FP is the number of actual negative 

samples that are incorrectly classified as 

positive. Finally, FN is the number of positive 

samples that are wrongly predicted as negative. 

Fig. 5 illustrates an example of CM. 

 

 
Fig. 5. The achieved CM for the Proposed Classifier. 

 

2- Accuracy: 𝑥 =
TP+TN

TP+TN+FP+FN
 

3- Precision: 𝑥 =
TP

TP+ FP
 

4- Recall: 𝑥 =
TP

TP+ FN
 

5- F1-Score: 𝑥 =
2 ×Precision ×Recall

Precision+Recall
 

6- AUC-ROC: Receiver Operating Characteristic 

(ROC) is a probability curve, and Area Under 

Curve (AUC) exhibits the level of separability 

of the classifier’s decision boundaries. 

 

3.3.  Classification Performance 

    This subsection contains the classification results that 

are achieved by the proposed methodology. As stated 

previously, we have evaluated the method based on the 

metrics introduced in section 3.2. Fig. 6 demonstrates 

the CM obtained by the approach. 

 

 
Fig. 6. The achieved CM for the Proposed Classifier. 

 

Based on Fig. 6, it can be inferred that the values for 

TP, TN, FP, and FN are 2991, 2989, 9, and 11, 

respectively. Further, Table 2 details the achieved results 

based on the previously introduced metrics.  

 

Tab. 2. Obtained classification results by the proposed 

method. 

Accuracy Precision Recall F1-

Score 

AUC-

RoC 

99.67 99.70 99.70 99.70 99.84 

 

Furthermore, we provided Fig. 7, which 

demonstrates a comparison between our proposed 

methodology and other related research works. 
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Fig. 7. The comparison between other works and our 

proposed method. 

 

According to Fig, 7, it can be observed that our 

proposed methodology generates an excellent 

performance. It also has the best stability in terms of 

precision and recall metrics since these results are the 

same. In fact, this shows that the classifier has the same 

power with respect to recognizing TP, TN, FP, and FN 

samples within the collected dataset. Moreover, our 

proposed methodology has been trained and evaluated 

on a huge dataset of real subjects. Thus, its reliability can 

be claimed based on the results. 

 

4.  CONCLUSION 

In this paper, we have proposed a novel ensemble 

learning algorithm based on CAE and Efficient for 

classifying ECG signals; the proposed method is able to 

analyze the samples collected from hospitals and real 

subjects and make the decision on the state of the signals 

in terms of their normal or abnormal (arrhythmic) state. 

The results achieved by our proposed method 

demonstrate robust performance in that it achieves an 

accuracy of 99.67%, which is significantly high and 

shows its reliability. Our proposed method can be 

utilized in the clinical procedures existing for accurately 

analyzing the ECG signals, and it provides clinicians 

with the opportunity to automate such diagnostic 

pipelines. 
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