
Majlesi Journal of Electrical Engineering                                                                    Vol. 16, No. 4, December 2022 

 

117 
Paper type: Research paper  

DOI: 10.30486/mjee.2022.696522 

How to cite this paper: M. M. Mahdi, M. A. Mohammed, H. Al-Chalibi, B. S. Bashar, H. A. Sadeq and T. M. J. Abbas, “An Ensemble 

Learning Approach for Glaucoma Detection in Retinal Images”, Majlesi Journal of Electrical Engineering, Vol. 16, No. 4, pp. 117-

122, 2022. 

 

An Ensemble Learning Approach for Glaucoma Detection in 

Retinal Images 

 
M. M. Mahdi1*, M. A. Mohammed2, H. Al-Chalibi3, B. S. Bashar4, H. A. Sadeq5 and T. M. J. 

Abbas6  
1- Anesthesia Techniques Department, Al-Mustaqbal University College, Babylon, Iraq. 

Email: msc.marwah.madlool@mustaqbal-college.edu.iq (Corresponding author) 

2- Department of Anesthesia Techniques, Al-Noor University College, Bartella, Iraq. 

Email: mohammed.abdulkreem@alnoor.edu.iq 

3- Medical Technical College, Al-Farahidi University, Baghdad, Iraq. 

Email: haideralchalibi@yahoo.com 

4- Al-Nisour University College, Baghdad, Iraq. 

Email: bashar.s.eng@nuc.edu.iq 

5- Al-Hadi University College, Baghdad,10011, Iraq. 

 Email: dr.haideradnan@huc.edu.iq 

6- Medical device engineering, Ashur University College, Baghdad, Iraq. 

Email: dr.talib@au.edu.iq 

 

Received: 2 August 2022  Revised: 7 September 2022  Accepted: 14 October 2022 

 

 

ABSTRACT: 

To stop vision loss from glaucoma, early identification and regular screening are crucial. Convolutional neural networks 

(CNN) have been effectively used in recent years to diagnose glaucoma automatically from color fundus pictures. CNNs 

can extract distinctive characteristics directly from the fundus pictures, as opposed to the current automatic screening 

techniques. In this study, a CNN-based deep learning architecture is created for the categorization of normal and 

glaucomatous fundus pictures. In this paper, we propose a deep learning-based framework for the detection of glaucoma 

based on retinal images. Our proposed approach utilizes the two CNN-based models, namely Inception and DenseNet, 

in order to classify the input images. We also show the impact of transfer learning on the training and the validation 

processes and put forward an effective pipeline with lower trainable parameters for the target task. Our experiments on 

a collected dataset demonstrate the efficacy of the proposed model by achieving an accuracy of 93.84%, a precision of 

92.83%, and a recall of 95.00%. 

 

KEYWORDS: Glaucoma Detection, Convolutional Neural Networks, Medical Images Analysis, Retinal Images, 
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1.  INTRODUCTION 

A chronic eye condition known as glaucoma is 

brought on by optic nerve damage brought on by high 

intraocular pressure [1]. Glaucoma is predicted to impact 

over 80 million individuals worldwide by the year 2020 

[2]. There are no indications of visual loss in the early 

stages of glaucoma, but when it worsens over time, it 

may result in irreversible blindness [3]. Another sign of 

glaucoma, in addition to visual loss, high intraocular 

pressure, and damage to the optic nerve, is a significant 

cup-to-disc ratio [4]. Even though there is no cure, early 

therapy can slow the decline of vision.  

In the clinical setting, glaucoma is diagnosed by 

intraocular pressure monitoring, visual-field testing, or 

optic disk inspection on fundus imaging [5]. Even 

though intraocular pressure is a sign of glaucoma, 

measuring it is not a reliable technique to detect the 

disease since some glaucoma patients may have normal 

eye pressure [6]. Contrarily, visual-field testing 

necessitates specialized tools that certain clinics might 

not have. The last technique, optic disk examination, is 

more practical than the first two and is utilized by 

experts for early glaucoma identification more 

frequently [7]. It still has the drawbacks of being 

expensive and time-consuming.  

The fact that glaucoma affects millions of individuals 

worldwide prompted researchers to look into the 

automated diagnosis of glaucoma [8]. Researchers have 

tried to employ deep Convolutional Neural Networks 

(CNNs) for glaucoma detection since they were first 
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introduced. Their study largely concentrated on two 

topics. In the first, deep learning was used for feature 

extraction, while in the second, domain expertise and 

medical characteristics were used for detection [9]. 

Following the remarkable performance of CNN-

based models in various fields [10]-[11]-[12]-[13], they 

have been utilized in several recent research to 

categorize glaucoma [14]. In one of them, Ahn et al. [15] 

used a GoogleNet Inception model and a newly 

developed CNN model to explore the effectiveness of 

early and advanced glaucoma diagnosis of fundus 

pictures. On two fundus datasets, Chen et al. [16] 

employed deep learning, dropout, and data 

augmentation approaches to identify glaucoma. In [17], 

fundus pictures' features were extracted using CNN, and 

an SVM classifier was used to divide the images into 

normal and glaucomatous kinds. By fusing the deep 

hierarchical context of a collection of fundus pictures 

with the local optic disc area, Fu et al. [18] suggested a 

disc-aware ensemble network for automated glaucoma 

screening. The performance of a deep learning approach 

to identify referable glaucomatous optic neuropathy on 

fundus pictures was demonstrated by Li et al. [19]. A 

few deep learning architectures and fundus photos of 

patients of different racial and ethnic backgrounds were 

utilized in [20] to identify glaucomatous optic 

neuropathy. In order to detect glaucoma using fundus 

pictures, Shibata et al. [21] built a deep learning system 

and compared the outcomes to three ophthalmologists. 

In this paper, we propose an ensemble learning 

approach that utilizes deep neural networks, specifically 

two CNN-based models, named Inception and 

DenseNet, to detect glaucoma from the retinal images. 

The proposed approach, also, uses transfer learning to 

optimize the training procedure. Further, a novel dataset, 

collected in an Iraqi hospital, is introduced for training 

and evaluation. Overall, our contributions in this paper 

are as follows: 

1. A novel ensemble learning approach is put 

forward which is capable of detecting 

glaucoma from the retinal images. 

2. Transfer learning is utilized for optimizing the 

training process and making it more efficient. 

3. A novel dataset collected in an authentic 

healthcare center is introduced. 

    The rest of the paper is outlined as the following. In 

section 2, the proposed approach is detailed. Section 3 

includes our experimental setup and results. Finally, 

section 4 draws the conclusion. 

 

2.  MATERIALS AND METHODS 

2.1.  Overview 

In this section, we include the details of our proposed 

approach. Fig. 1 illustrates an overview of all the steps 

existent in our algorithm. As is observed in Fig .1, after 

a preprocessing step, the input images are fed to a feature 

extraction module containing two CNN-based models. 

Then, the feature maps are fused together in order to be 

fed into a fully connected block for being classified into 

classes of normal and glaucomatous. 

 

 
Fig. 1. An overview of the proposed framework. 

 

2.2.  Dataset 

All images were taken with the patient's permission 

at the Bazzaz Iraqi hospital in Iraq. Clinical investigators 

chose patients with galucoma based on their 

examination's clinical results. Ages of the chosen 

patients ranged from 20 to 90, with a fairly equal 

proportion of men and women. The normal class was 

selected from patients who were undergoing standard 

refraction testing and did not have glaucoma. With the 

eyes dilated, all pictures were captured using the 

following data collection protocol: OD-centered, 30-

degree Field-of-View, 2734 1900 pixel size, JPG 

uncompressed image format. Other than this, there were 

no other imaging restrictions placed on the acquisition 

procedure. To measure inter-observer variation in 

marking, ground truth was gathered for each picture 

from four glaucoma specialists with experience ranging 

from 2, 4, and 30 years, respectively. Low contrast, the 

placement of the OD area, and other factors indicating 

poor quality were disregarded. The fundus area (picture 

region with retinal features) was isolated from the 

original image in this dataset release by removing the 

surrounding non-fundus black zone, yielding an image 

with a resolution of around 2132 1470 pixels. Fig. 2 

illustrates samples from both classes in the collected 

dataset. 

 

 
Fig. 2. The samples from both classes in the dataset. 

 

2.3.  Preprocessing  

In our proposed methodology, the images undergo 

two preprocessing steps. Firstly, they are reshaped to 

have a dimension of favored size and then they are 

normalized. The process of normalization is frequently 

used to prepare data for machine learning [22]. The 

purpose of normalization is to convert the values of the 
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dataset's numeric columns to a standard scale without 

losing information or distorting the ranges of values. 

Some algorithms need normalization in order to properly 

model the data. Assume, for instance, that your input 

dataset has two columns, one with values from 0 to 1, 

and the other with values from 10,000 to 100,000. When 

attempting to integrate the values as features during 

modeling, issues might arise due to the significant 

disparity in size between the numbers. By generating 

new values that preserve the broad distribution and ratios 

in the original data while maintaining values within a 

scale that is applied across all numeric columns utilized 

in the model, normalization avoids these issues [23]. 

 

2.4.  Data Augmentation 

In data analysis, there are methods for increasing the 

amount of data by adding copies of previously existing 

data that have been significantly changed or by 

generating new synthetic data from existing data [24]. 

When a machine learning model is being trained, it 

serves as a regularizer and aids in lowering overfitting. 

In data analysis, it is strongly connected to oversampling 

[25]. Particularly for biological data, which tend to be 

high dimensional and sparse, synthetic data 

augmentation is of utmost relevance for machine 

learning classification. 

 

2.5.  Inception 

      CNNs employ inception modules to reduce 

dimension using stacked 11 convolutions, enabling more 

effective computation and deeper networks. The 

modules were created to address a variety of problems, 

including overfitting and computational cost [26]. In 

essence, the idea is to use various kernel filter sizes 

within the CNNs and arrange them to work at the same 

level rather than stacking them sequentially. CNNs 

utilize Inception Modules to cut down on processing 

costs. A neural network must be properly built since it 

processes a huge variety of pictures with widely varying 

conspicuous sections, sometimes referred to as the 

highlighted image content [27]. An input is 

convolutioned using not one, but three separate size 

filters in the most condensed form of an inception 

module (1x1, 3x3, 5x5). Max pooling is also used. The 

outputs are then concatenated and forwarded to the 

following layer. The CNN is set up such that all of its 

convolutions are performed at the same level, which 

causes the network to grow in width rather than depth 

[28]. The neural network may be configured to add an 

extra 1x1 convolution before the 3x3 and 5x5 layers to 

further reduce the computational cost of the operation. 

This limits the number of input channels and makes 1x1 

convolutions significantly less expensive than 5x5 

convolutions [29]. However, it is crucial to remember 

that the 1x1 convolution is inserted after the max-

pooling layer and not beforehand. The GoogLeNet or 

Inception v1 design of this first Inception Module is 

well-known. The inception module has undergone 

additional modifications to address problems like the 

vanishing gradient problem.  

 

2.6.  DenseNet 

      DenseNet [30] is a more advanced architecture of 

CNN for visual object identification that uses fewer 

parameters to provide state-of-the-art performance. 

DenseNet and ResNet are quite similar, with a few key 

differences. While ResNet [31] utilizes an additive 

attribute to mix the output of the preceding layer with 

the output of the subsequent layers, DenseNet employs 

concatenated attributes to do the same [32]. By closely 

tying together all of the levels, the DenseNet 

Architecture seeks to solve this issue. DenseNets 

concatenate rather than sum the layer output 

functionality maps and the inputs. A simple 

communication model for enhancing information flow 

across layers is provided by DenseNet: The 

characteristics of all preceding layers provide input to 

the layer before that. The architecture of DenseNet is 

shown in Fig. 3. 

 

 
Fig. 3. A Confusion Matrix (CM) that is used for 

evaluating classifiers. 

 

2.7.  Transfer Learning 

      A model created for one task is used as the basis for 

another using the machine learning technique known as 

transfer learning [33]. Given the enormous computing 

and time resources needed to develop neural network 

models on these problems and from the enormous leaps 

in a skill that they provide on related problems, it is a 

common approach in deep learning to use pre-trained 

models as the starting point for computer vision and 

natural language processing tasks. Transfer learning is 

frequently used to solve challenges in predictive 

modeling that take input from images. 

 

3.  EXPERIMENTAL RESULTS 

3.1.  Experimental Setup 

All of the implementation methods for the suggested 

technique are listed in this subsection. Programming was 

done with Python 3.9, while the deep learning 

framework was done with Pytorch 1.3. The computer we 

utilized for training has a GeForce RTX 1060 graphics 

processor and a Core i7, 3.8 GHz, central processing unit 

(CPU). Additionally, the autoencoder training batch size 

is 64, and the learning rate is 0.003 per batch. Adam is 

the optimizer that was used to implement the model, 

which has been trained for 55 epochs.  
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3.2.  Evaluation Criteria 

In this subsection, we explain all the metrics used for 

evaluating our proposed approach. Firstly, Fig. 4 

demonstrates a Confusion Matrix (CM), which contains 

four elements, namely True Positive (TP), True 

Negative (TN), False Positive (FP), and False Negative 

(FN). These elements are elaborated in Table 3. Further, 

the metrics are demonstrated in Table 4.  

 

 
Fig. 4. A Confusion Matrix (CM) that is used for 

evaluating classifiers. 

 

Table. 3. CM’s elements definition. 

Metric Definition 

TP Positive samples that are 

correctly classified as 

positive 

TN Negative samples that 

are correctly classified as 

negative 

FP Negative samples that 

are incorrectly classified 

as positive 

FN Positive samples that are 

incorrectly classified as 

negative 

 

Table. 4. The metrics used for evaluating our proposed 

method. 

Metric Calculation 

Accuracy 𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
 

Precision 𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

Recall 𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

F1-Score 2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

 

3.3.  Classification Performance  

The results obtained by the suggested classifier using 

the metrics provided in section 3.2 are included in this 

part. The CM and the outcomes of our suggested 

approach are described in detail in Fig. 5 and Table 5.  

 

 
Fig. 5. Obtained CM. 

 

Table. 5. Results achieved by the proposed 

framework. 

Metric Accuracy 

(%) 

Recall 

(%)  

Precision 

(%) 

F1-

Score 

(%) 

Obtained 

Value 

93.84 92.83 95.00 93.90 

 

Moreover, Fig. 6 illustrates the accuracy vs. epoch 

curve for training the model. Fig. 7 demonstrates the loss 

vs. epoch. 

 
Fig. 6. Training and validation accuracy vs. epoch 

curve. 

 
Fig. 7. Training and validation loss vs. epoch curve. 
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Furthermore, Table 6 details a comparison between 

our proposed methodology and other state-of-the-art 

research works. This comparison is done using the 

accuracy achieved by each methodology. 

 

Table. 6. Comparison between our proposed method 

and other state-of-the-art works. 

Research  Accuracy (%) 

[34] 90.00 

[35] 85.00 

[36] 96.97 

[37] 93.32 

Our proposed method 93.84 

 

Based on Table 6, our suggested methodology's 

accuracy results are quite competitive with those of the 

previous works. This demonstrates the algorithm's 

dependability in categorizing retinal pictures. 

Furthermore, we can assert that the model has 

considerable performance in identifying both TP and TN 

samples within the dataset utilized in this study based on 

the F1-Score that is attained by our suggested technique. 

 

4.  CONCLUSION 

In this paper, we offer a deep learning-based 

framework for detecting glaucoma in retinal images. 

Using two deep learning models, namely Inception and 

DenseNet, fundus images are classified as having 

glaucoma or being normal. Extensive experiments 

demonstrate that in terms of accuracy, recall, precision, 

and the F1-Score, the proposed methodology has a 

remarkable performance. Thus, our approach can be 

utilized in clinical contexts with reliable and trustworthy 

results. 
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