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ABSTRACT: 

Through the use of malware, particularly JavaScript, cybercriminals have turned online applications into one of their 

main targets for impersonation. Detection of such dangerous code in real-time, therefore, becomes crucial in order to 

prevent any harmful action. By categorizing the salient characteristics of the malicious code, this study suggests an 

effective technique for identifying malicious Java scripts that were previously unknown, employing an interceptor on 

the client side. By employing the wrapper approach for dimensionality reduction, a feature subset was generated. In this 

paper, we propose an approach for handling the malware detection task in imbalanced data situations. Our approach 

utilizes two main imbalanced solutions namely, Synthetic Minority Over Sampling Technique (SMOTE) and Tomek 

Links with the object of augmenting the data and then applying a Deep Neural Network (DNN) for classifying the 

scripts. The conducted experiments demonstrate the efficient performance of our approach and it achieves an accuracy 

of 94.00%.  
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1.  INTRODUCTION 

Web applications that are accessed through web 

browsers have evolved into a top target for 

cybercriminals as a result of the quick development of 

contemporary computers and network infrastructure, as 

well as our growing reliance on the Internet and its 

services [1]. According to Symantec research published 

in 2016, there were found to be 430 million distinct 

malware samples, up 36% from 2014 [2]. 

Cybercriminals target people and businesses by using 

harmful programs and malicious URLs. By harming or 

impairing computer and system functionality, carrying 

out phishing assaults, showing intrusive adverts, and 

extorting money, these attacks serve only to further 

personal, monetary, and political goals. Therefore, one 

of the biggest security challenges is detecting such 

malicious code assaults [3]. 

Cross-site scripting (XSS), one of the top ten 

vulnerabilities, is regarded as the second most serious 

vulnerability by the Open Web Application Security 

Project (OWASP) [4]. XSS now accounts for 43% of all 

vulnerabilities that have been disclosed. A sort of 

injection attack known as XSS involves inserting 

malicious scripts around safe code on a trustworthy 

website in order to acquire cookies, sessions, and other 

sensitive data [5]. 

The HTTP protocol, client- and server-side 

applications, web browsers, and scripting methods like 

javascript and CGI are just a few of the many 

mechanisms and technologies that make up the web 

system [6]. Because of the inconsistencies in these 

technologies, applications built on them are extensively 

used, but at the expense of their security. As a result, it 

is difficult to build security on these infrastructures, and 

mailto:mohammed.abdulkreem@alnoor.edu.iq
mailto:draialisawi@uom.edu.iq
mailto:israasaleh@mustaqbal-college.edu.iq
mailto:dr.kadhum@au.edu.iq


Majlesi Journal of Electrical Engineering                                                                    Vol. 16, No. 4, December 2022 

 

124 

 

many web apps built on them are vulnerable to security 

flaws [7]. 

Web-based apps are often used as a target and one of 

the primary ways to breach the integrity of the system 

and networks due to their public accessibility. 

Additionally, due to their widespread installation, web 

services and host systems (such as virtual environments, 

PCs, servers, IoT devices, and ICS) are attractive targets 

for computer and ICS malware that spreads itself across 

internal and external networks by exploiting web-related 

security problems [8]. This is true for a number of 

settings, including open websites, business networks, 

and ICS/SCADA systems that store command and 

control information in their databases and, as a result, 

where access via a web browser might potentially result 

in the attacker taking complete access to the system [9]. 

The code segment or a file in sandbox machine 

learning has been introduced quickly, accurately, and 

without isolation to assess if the code or a file is 

suspicious or not. With a very low false-positive rate and 

the capacity to learn from patterns, machine learning is 

able to identify new malware variants [10]. Machine 

learning is quite useful, especially given the malware's 

increasingly versatile nature. In particular, machine 

learning-based malware detection methods can result in 

quick malware detection and do not necessitate routine 

client-side anti-malware program updates. 

The new field of study known as deep learning, a 

subclass of machine learning, is focused on the structure 

and function of humans and imitates how the human 

brain functions using neural networks. In a variety of 

applications, including speech recognition [11], image 

classification [12], medical image analysis [13], and 

engineering [14]-[15]-[16], deep learning has propelled 

and proven successful. The development of neural 

networks with the goal of overcoming the drawbacks of 

earlier machine learning techniques such as naive Bayes, 

hidden Markov models, and support vector machines. 

Neural networks may therefore produce substantially 

better categorization accuracy. Building a deep learning 

neural network, also known as a neural network with 

more prospect layers, has the potential to increase 

classification accuracy [17].  

The data imbalance in machine learning and deep 

learning makes it difficult to undertake data analytics in 

practically every field of real-world study. As in the 

cases of computer vision, marketing, and information 

security the raw primary data frequently suffers from the 

skewed perspective of data distribution of one class over 

the other [18]. An example of a classification issue 

where the distribution of instances among the 

recognized classes is biased or unbalanced is an 

imbalanced classification problem. One case in the 

minority class for hundreds, thousands, or millions of 

examples in the majority class or classes might indicate 

a mild bias all the way up to a serious imbalance. 

Predictive modeling is challenged by imbalanced 

classifications since the majority of machine learning 

methods for classification were built on the premise that 

there should be an equal number of samples in each 

class. As a result, models perform poorly in terms of 

prediction, particularly for the minority class [19].  

In this paper, we aim to present a deep learning-

based approach for addressing the problem of malware 

detection from source codes. Our approach is designed 

to function effectively in situations where the data 

distribution is imbalanced. Our approach uses Synthetic 

Minority Over Sampling Technique (SMOTE) [20] and 

Tomek Links [21] technique to augment the training data 

and this leads to a better training process. Then a deep 

neural network acts as a binary classifier for classifying 

benign from malicious scripts. The conducted and 

extensive experiments on a collected dataset from real 

IT-based companies located in Iraq demonstrate the 

efficacy of the proposed pipeline. Overall, our main 

contributions in this paper are itemized as the following: 

1. A deep learning-based approach is proposed for 

detecting malware from source scripts. 

2. Our approach is robust enough since it uses 

resampling techniques for better handling the 

imbalanced data. 

3. We compare our results with machine-

learning-based algorithms and show the 

superiority of the proposed model. 

4. A new dataset is collected from real IT-based 

companies located in Iraq. 

 

2.  MATERIALS AND METHODS 

2.1.  Dataset 

We used well-known JavaScript malware sources 

like HynekPetrak/javascript-malware-collection on 

GitHub to obtain harmful programs. First, during the 

code gathering stage, we employed the repository's code, 

where the existence or absence of malware is predefined, 

as the main source of information for this study. We took 

the code out of the repository, marked it as harmful code, 

and put it away for later use. Additionally, we took the 

innocuous example code files from popular packages 

that thousands of developers use from various GitHub 

repositories. They served as an example of sound coding 

that was given a benign title.  

In order to simulate a riddle, the mathematical field 

of graph theory was initially created in the 18th century. 

Graphs are excellent for building straightforward, 

abstract models. Mathematicians and scientists may 

include a variety of well-known ideas, techniques, and 

theories into their models thanks to graph theory [22]. A 

graph is a collection of vertex and vertex pairs. 

Following the principles of Graph theory, in this work, 

we extract Control Flow Graph (CFG) from the scripts 

with the aim of, further, extracting features for the 

model. Further, the distribution of the collected data is 
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depicted in Table 1. 

 

Table 1. The distribution of data. 

Class Training Validation Testing 

Malicious 1000 500 500 

Benign 4000 500 2500 
 

2.2.  Convolutional Neural Network 

Deep learning is a particular branch of machine 

learning that emphasizes the learning of successive 

layers of more meaningful representations [23]. The 

deep in deep learning refers to multiple layers of 

representations rather than any form of deeper 

knowledge that may be attained through the method. The 

depth of the model refers to the number of layers that go 

into a data model. Layered representations learning and 

hierarchical representations learning could have been 

better titles for the discipline. Today's deep learning 

techniques frequently comprise tens or even hundreds of 

representational layers that are learned automatically 

through exposure to training data [24].  

A Convolutional Neural Network (CNN) is a deep 

learning system that can take in an input image, give 

various elements and objects in the image importance 

(learnable weights and biases), and be able to distinguish 

between them [25]. Comparatively speaking, a CNN 

requires substantially less pre-processing than other 

classification methods. CNN can learn these 

filters/characteristics with adequate training, but in 

primitive approaches filters are hand-engineered. The 

structure of a CNN was influenced by the way the visual 

cortex is organized and is similar to the connection 

pattern of neurons in the human brain. Only in this 

constrained area of the visual field, known as the 

Receptive Field, do individual neurons react to stimuli 

[26].  

Through the use of pertinent filters, a CNN may 

effectively capture the spatial and temporal relationships 

in the input data. Because there are fewer factors to 

consider and the weights may be reused, the architecture 

provides a better fitting to the picture dataset. In other 

words, the network may be trained to better comprehend 

the level of complexity in the data [27].  

The parameters of the convolution layer are made up 

of a collection of K learnable filters, or "kernels," each 

of which has a width and a height and is almost usually 

square. Although these filters are modest (in terms of 

their spatial dimensions), they cover the whole volume's 

depth. The depth is the number of channels in the data 

for inputs to CNN (i.e., a depth of three when working 

with RGB images, one for each channel) [28]. The 

number of filters used in the preceding layer will 

determine the depth for volumes farther down the 

network. We now obtain K, 2-dimensional activation 

maps after applying all K filters to the input volume. The 

final output volume is created by stacking our K 

activation maps along the depth dimension of our array. 

Thus, each item in the output volume represents the 

result of a neuron that only "looks" at a portion of the 

input [29]. By doing this, the network "learns" filters that 

turn on when certain kinds of features are present at a 

certain spatial region within the input volume. In CNNs, 

the idea of convolving a tiny filter with a large(r) input 

volume has particular significance for the local 

connectivity and receptive field of a neuron [30].  

 

2.3.  Synthetic Minority Over Sampling Technique 

In the context of learning from imbalanced data, the 

SMOTE preprocessing procedure is regarded as a "de 

facto" standard [31]. This is a result of the procedure's 

straightforward design and versatility when used to 

solve various kinds of issues. SMOTE has demonstrated 

effectiveness in several applications across numerous 

fields since its release in 2002. SMOTE has substantially 

influenced new supervised learning paradigms, such as 

multilabel classification, incremental learning, semi-

supervised learning, and multi-instance learning, among 

others [32]. It has also inspired a number of strategies to 

address the problem of class imbalance. SMOTE is used 

to balance datasets with a markedly uneven ratio and it 

seeks to increase the number of minority class samples 

by producing synthetic samples in the minority class. 

The synthetic production of fresh samples is different 

from the multiplication technique in that it avoids the 

overfitting problem. By interpolating between samples 

of this class that are in close proximity to one another, 

SMOTE's principal goal is to create fresh samples of 

data in the minority class. SMOTE thereby boosts the 

proportion of minority class examples in an unbalanced 

dataset, which helps the classifier attain more 

generalizability [33].  

 

2.4.  Tomek Links 

Classification modeling frequently runs into the 

issue of an unbalanced dataset in real-world 

applications, where the majority class has a substantially 

larger number of members than the minority class, 

making it difficult for the model to effectively learn from 

the minority class. When data from the minority class is 

increasingly crucial, such as in illness diagnosis datasets, 

churn datasets, and fraud detection datasets, this poses a 

major dilemma [34]. 

Oversampling the minority class or undersampling 

the majority class are two common solutions to the 

imbalance dataset problem. However, each of these 

strategies has a flaw. The goal behind the traditional 

oversampling approach is to replicate a few random 

instances from the minority class. As a result, this 

method does not extract any fresh information from the 

data. Contrarily, the undersampling strategy involves 

deleting a few random samples from the majority class 

at the expense of also losing some information from the 
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original data [35]. Another effective undersampling 

method for rebalancing the data is Tomek Links (TL). If 

the following inequalities are met for a given pair of 

samples (Ai, Aj) from the datasets, we may declare that 

they constitute a TL: 

 

𝒅(𝑨𝒊, 𝑨𝒍) <  𝒅(𝑨𝒊, 𝑨𝒋) 𝒐𝒓 𝒅(𝑨𝒋, 𝑨𝒍) <  𝒅(𝑨𝒊, 𝑨𝒋) 

 

Where, d(x,y) is the distance between x and y. 

 

3.  RESULTS AND DISCUSSION 

3.1.  Experimental Setup 

By employing assessment measures like accuracy, 

true positive rate, and false positive rate, performance 

evaluation aims to research and examine how well 

classifiers function in accurately identifying the 

instance. Our classifier underwent a 5-fold cross-

validation evaluation. Predictive models are evaluated 

using the K-fold cross-validation technique, which 

divides the original sample into a training set and a test 

set. The data is divided into 5 subgroups for 5-fold cross-

validation, with the final subset serving as the test set. 

The remaining nine subsets are utilized to train the 

classifier. 

The proposed classifier’s architecture is depicted in 

Table 2. 

 

Table 2. The proposed classifier architecture. 

Number Type Dim 

1 Convolutional 128 

2 ReLU - 

3 Convolutional 64 

4 ReLU - 

5 Convolutional 32 

 Pool (2,2) 

 Fully Connected 16 

 

3.2.  Evaluation M etrics 

Performance evaluation serves as a versatile 

technique that is used to compare the system's actual 

values to the predicted values. Our evaluation's goal is 

to analyze and gauge a classifier's effectiveness in 

spotting dangerous code. We are really concerned about 

accuracy, which is defined as equation 1, in order to get 

high outcomes from the suggested technique. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑠𝑎𝑚𝑝𝑙𝑒𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒𝑠
                               (1) 

 

    When the attack detection method wrongly perceives 

a legitimate code as harmful code, a false positive 

situation happens. A false negative happens in a 

particular method when harmful code is not found while 

engaging in prohibited behavior. The assessment of false 

positives and false negatives is done using a confusion 

matrix or error matrix to determine the detection rate.     

Equations 2 and 3 determine the false positive and false 

negative detection rates. 

 

𝐹𝑃𝑅 =  
𝐹𝑃

𝐹𝑃+𝑇𝑁
                                                                (2) 

𝐹𝑃𝑅 =  
𝐹𝑁

𝐹𝑁+𝑇𝑃
                                                                 (3) 

 

Where FN stands for false negative, TN for true 

negative and TP for true positive, and FPR stands for 

false positive rate.  

True positive demonstrates that some harmful 

samples have been successfully recognized, whereas 

false positive suggests that some negative samples have 

been mistakenly labeled as malicious. True negative 

demonstrates that some negative samples have been 

accurately identified.  The speed at which the malicious 

scripts are handled will determine how well the 

suggested detection method performs. The system 

resource consumption in both circumstances will be 

used to determine the performance by measuring the 

latency time required to show a page in both the 

existence and lack of an interceptor. Where the detecting 

system is inadequate, real-time detection cannot be 

achieved. The evaluation procedure has also made use 

of the receiver operating characteristic (ROC). For a 

binary classifier with different thresholds, the ROC is a 

graphical representation created by comparing the 

percentage of TPR versus the fraction of FPR. 

 

3.3.  Classification 

In this section, the results of classification are 

demonstrated. Table 3 shows the achieved results of the 

5-fold experiment.  

 

Table 3. The distribution of data 

Fold Accuracy Precision Recall F1-Score 

1 94.20 96.00 92.66 94.30 

2 94.15 96.21 92.73 94.34 

3 93.90 95.80 91.67 93.92 

4 95.10 96.11 92.80 94.41 

5 94.32 96.10 92.43 94.58 

 

Moreover, Figs. 1 to 5 demonstrate the achieved 

confusion matrix for folds number 1 to 5, respectively.  
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Fig. 1. Confusion Matrix fold #1. 

 

 
Fig. 2. Confusion Matrix fold #2. 

/ 

 
Fig. 3. Confusion Matrix fold #3. 

 

 
Fig. 4. Confusion Matrix fold #4. 

 

 
Fig. 5. Confusion Matrix fold #5. 

 

Further, we have compared our proposed 

methodology with machine learning-based algorithms, 

namely Support Vector Machine (SVM), Random 

Forest (RF), and Decision Tree (DT). In fact, these 

algorithms play as the baseline for comparing the 

efficacy of the proposed model. Fig. 6 shows this 

comparison in terms of accuracy, precision, and recall.  

 

 
Fig. 6. The comparison in terms of accuracy, precision, 

and recall. 
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As is seen in Fig. 6, the proposed model possesses 

superior performance with respect to various aspects. 

First of all, the high accuracy proves the better 

performance of the model in classifying the correct 

samples. On the other hand, high recall claims the 

excellency of the proposed model in terms of fetching 

the relevant data for both benign and malicious samples. 

This shows the reliability of the model in imbalanced 

situations. High precision shows the good ability of the 

classifier for detecting benign samples.  

 

4.  CONCLUSION 

Cybercriminals have made the web application one 

of their primary targets for impersonation by using 

malware, notably JavaScript. Therefore, it becomes 

essential to identify such unsafe code in real-time in 

order to stop any negative actions. This study provides a 

useful method for recognizing malicious Java scripts 

that were previously unknown, using an interceptor on 

the client side, by classifying the key traits of the 

malicious code. A feature subset was produced using the 

wrapper technique for dimensionality reduction. In this 

research, we suggest a method for addressing malware 

detection tasks when the data is unbalanced. Our 

approach is validated by conducting extensive 

experiments on a collected dataset from real IT-based 

companies. The experiments show a great performance 

of the proposed pipeline in detecting malicious scripts.  
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