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ABSTRACT: 

Wildfire detection is a time-critical application since it can be challenging to identify the source of ignition in a short 

amount of time, which frequently causes the intensity of fire incidents to increase. The development of precise early-

warning applications has sparked significant interest in expert systems research due to this issue, and recent advances 

in deep learning for challenging visual interpretation tasks have created new study avenues. In recent years, the power 

of deep learning-based models sparked the researcher’s interests from a variety of fields. Specially, Convolutional 

Neural Networks (CNN) have become the most suited approach for computer vision tasks. As a result, in this paper we 

propose a CNN-based pipeline for classifying and verifying fire-related images. Our approach consists of two models, 

first of which classifies the input data and then the second model verifies the decision made by the first one by learning 

more robust representations obtained from a large masked auto encoder-based model. The verification step boosts the 

performance of the classifier with respect to false positives and false negatives. Based on extensive experiments, our 

approach proves to improve previous state-of-the-art algorithms by 3 to 4% in terms of accuracy.  

 

KEYWORDS: Fire Detection, Convolutional Neural Networks, Masked Auto Encoder, Vision Transformers, Transfer 

Learning. 

  

1.  INTRODUCTION 

    The size and complexity of structures have grown in 

tandem with the economy's fast growth, creating 

significant fire control issues [1]. To minimize fire 

losses, early fire detection and alarm with high 

sensitivity and accuracy are therefore crucial. 

Traditional fire detection methods, such as smoke and 

heat detectors, are ineffective in big areas, intricate 

structures, or areas with a lot of disturbances [2]. Missed 

detections, false alarms, detection delays, and other 

issues frequently arise as a result of the limitations of the 

aforementioned detection technologies, making it even 

more challenging to accomplish early fire warnings [3]. 

    Image fire detection has recently gained popularity as 

a study subject. The method has various benefits, 

including the capacity to efficiently detect fires in wide 

areas and complicated building structures, high 

accuracy, flexible system installation, and early fire 

detection [4]. It uses algorithms to analyze visual data 

from a camera to find the existence of a fire or a fire 

danger. As a result, the foundation of this technology is 
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the detection method, which directly affects how well 

the image fire detector performs [5]. 

    The three primary steps of an image fire detection 

method are fire detection, feature extraction, and picture 

preprocessing. The main component of algorithms is 

feature extraction, among others [6]. The human 

selection of fire feature and machine learning 

classification are the foundations of the traditional 

approach. The drawback of algorithms is that manual 

feature selection needs to be done by experts [7]. Even 

though the researchers conduct several investigations on 

the picture characteristics of smoke and flame, they only 

manage to identify basic image characteristics like color, 

edges, and simple textures. The algorithms that extract 

low and middle complex image information, however, 

find it challenging to distinguish between fire and fire-

like due to complex fire types and scenes as well as 

numerous interference events in practical application, 

resulting in lower accuracy and weak generalization 

performance [8]. 

    Convolutional Neural Network (CNN)-based image 

recognition algorithms have the ability to automatically 

learn and successfully extract complicated visual 

information [9]. The performance of these algorithms in 

areas like visual search, autonomous driving, medical 

diagnosis, etc. has raised significant concerns. As a 

result, some researchers use CNNs to identify fire in 

images, creating a self-learning system for gathering fire 

picture attributes [10]. Built smoke and flame detection 

algorithms modify cutting-edge models like AlexNet, 

VGG, Inception, and ResNet. 

    Although fire detection systems based on CNNs have 

improved over traditional algorithms in terms of 

detection accuracy in complicated scenarios, several 

issues still persist [11]. First, the region proposal stage 

was overlooked in current machine learning algorithms 

that primarily treated picture fire detection as a 

classification problem. The algorithms assign a single 

class to the entire picture. However, just a tiny portion 

of the image was engulfed in smoke and flame in the 

early stages of the fire. Use of the complete picture 

feature without area recommendations would reduce 

detection accuracy and postpone fire detection and alarm 

activation if the feature of smoke and flame was not 

immediately apparent [12]. 

    Therefore, to increase the algorithm's capacity for 

early fire detection, proposal areas have to be established 

prior to picture classification. Second, several 

researchers created algorithms for creating proposal 

areas by choosing characteristics by hand and 

categorizing proposal regions using CNNs [13]. This 

sort of approach uses individual computation to generate 

each proposal region instead of using CNNs for the 

overall detection process, which results in a lot of 

computation and a sluggish detection rate. 

    Vision Transformers (ViTs) achieve state-of-the-art 

performance on image recognition and is renowned as 

the pioneer of ViTs by replacing all CNN structures with 

multiple transformer layers [14]. Patch and positional 

embedding, Transformer encoder, and multi-layer 

perceptron (MLP) head are the three segments that make 

up the ViT. One of the most useful developments in deep 

learning research is the attention mechanism, which 

assesses the significance of a characteristic that affects 

the outcome. An attention mechanism can be used to 

train a model to focus on particular features. The input 

and output sizes are the same for self-attention, but the 

process allows for interaction between the inputs to 

choose which ones they should focus on more [15]. 

    When a model is trained using self-supervised 

learning (SSL), labels are generated automatically from 

the data rather than manually. SSL offers a significant 

benefit over data exploitation, which is especially 

helpful for those large datasets. Additionally, it helps the 

model discover crucial information hidden in the data 

and strengthens and expands its applicability [16]. SSL 

in computer vision is now generally divided into 

contrastive learning and pretext tasks. The first is to 

provide a specific goal for a model to learn before 

honing it for later tasks, including predicting rotation 

degree, coloring, or jigsaw puzzle solving. The latter, 

however, produces comparable features for data of the 

same class and excludes more negative samples [17]. 

Our main contributions in this paper are as follows: 

1. We propose a robust pipeline for detecting fire 

images which can be very useful in hazardous 

situations management. 

2. We design a transformer-based model which 

verifies the decision made by the classifier. 

3. We use both CNN-based and transformer-

based models in the proposed pipeline and this 

ensures that the model learns both local and 

universal features making it more robust to 

augmented inputs. 

4. We introduce a new dataset collected from real-

world scenarios. 

 

2.  METHODOLOGY 

This section includes our proposed approach for fire 

image detection. Fig. 1 demonstrates the overall 

procedure of the proposed algorithm.  

 

 
Fig. 1. An overview of the proposed methodology. 
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Based on Fig. 1, it can be seen that our proposed 

methodology includes two main stages. The first one is 

a CNN-based classifier and the second one is a 

transformer-based module, following the architecture of 

Masked Autoencoders for verification. This module, is 

in fact, beneficial for reducing false positive and false 

negative rates.  

 

2.1.  ResNext 

    By revisiting the 3 X 3 and 5 X 5 branches of 

Inception using the following illustration: Assume there 

are 256 channels in the input. The 256-dimensional input 

would be separated into lower-dimensional data using 

two sets of 1 X 1 convolutions (for example, 160 

channels for the 3 X 3 branch and 128 channels for the 5 

X 5 branch), transformed using 3 X 3 and 5 X 5 

convolutions, and then combined using concatenation 

(leaving us with 288 = 160 + 128 channels) [18]. The 

results would be excellent. Unfortunately, as already 

said, inception layers must be thoroughly modified, 

making it challenging to modify them for new jobs and 

datasets. 

    The split-transform-merge approach used by 

Inception is therefore used by the developers of 

ResNeXt while also adhering to VGG's recurring blocks 

and branches with identical topologies tenet [19]. Using 

1 X 1 convolutions, we may divide the input into several 

lower-dimensional tensors (for example, 4 channels). 

The next thing to think about is how many branches 

there should be: We want for all of our branches to have 

the same topologies so that we are not constrained by 

kernel sizes and may have as many branches as we wish. 

Inception has four branches for three different kernel 

sizes plus a pooling layer. 32 will do for the time being 

[20]. 

    After that, we must change our data. We may use the 

tried-and-true 3 X 3 convolutions for all the branches 

since, once more, the transformations must be 

homogenous. Last but not least, the 32 branches' outputs 

need to be combined. Why not sum the 32 256-

dimensional tensors to give the model access to the data 

in a tensor the same size as the input by once again using 

1 X 1 convolutions to raise the breadth of the output of 

the transformations from 4 to 256? After that, we must 

change our data. We may use the tried-and-true 3 X 3 

convolutions for all the branches since, once more, the 

transformations must be homogenous. Last but not least, 

the 32 branches' outputs need to be combined. We sum 

the 32 256-dimensional tensors to give the model access 

to the data in a tensor the same size as the input by once 

again using 1 X 1 convolutions to raise the breadth of the 

output of the transformations from 4 to 256 [21]. 

 

2.2.  Masked Autoencoder 

    Autoencoders are a subset of the family of neural 

networks used in deep learning, which is mostly used to 

computer vision and Natural Language Processing 

(NLP). It can carry out the activities that are necessary 

for unsupervised learning to efficiently learn codes for 

unlabeled data. Regenerating the encoder's input serves 

to validate encoding in an autoencoder [22]. A neural 

network combination called an encoder learns how to 

represent a collection of data. The primary goal of 

unsupervised learning is dimension reduction, and we 

may train the network to reject irrelevant data 

representations by employing an autoencoder. Fig. 2 

shows the overall architecture of an autoencoder [23]. 

 

 
Fig. 2. A general architecture of an Autoencoder. 

 

    We can see, the autoencoder has successfully used the 

field of computer vision in several applications. 

Particularly when the picture space is continuous, 

however these autoencoders do not do well in the NLP 

field. Because the data are often discrete, autoencoding 

in NLP has historically been ineffective [24]. However, 

by encoding the words as vectors in word embedding, 

we frequently pretend that text is not discrete. However, 

word interpolation is frequently not as simple as it is in 

computer vision, which causes issues when we attempt 

to model the data in practice. Reconstruction loss is an 

issue brought on by the autoencoder's discreteness [25]. 

With the invention of the transformer, we were able to 

use NLP data to solve this issue. Consider the operation 

of BERT models, where the model first learns to 

anticipate the missing values in the data by corrupting a 

fraction of the tokens. Prediction may be the precise 

word rather than the mask tokens by identifying more 

than 30,000 words in the English lexicon. The mask 

autoencoder and this BERT model's method appear to be 

comparable [26]. 

    We may use the masked autoencoder to carry out this 

similar technique for the computer vision data. Data 

encoding and decoding using an autoencoder has the 

benefit of self-supervision, as we are only reconstructing 

the input rather than requiring labelled data [27]. The 

autoencoder also has the advantage of being able to learn 

the generic representation of the modality. As opposed 

to the supervised learning component, when a model is 

permitted to forget anything from the label of that data 

sample, self-supervision requires a model to retain just 
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the essential information. It is much simpler to use the 

NLP data than the picture data [28]. 

    The majority of computer vision tasks use CNNs, and 

because these CNNs depend on the data regularity of 

picture grids, it is difficult to conceal objects in an image 

without imposing human-specified limitations in the 

convolutional output. Language and visual data have 

extremely different information densities. The pixels do 

not contain a lot of information when a word includes its 

meaning. Language and visual data are decoded 

differently from one another. We can create an 

autoencoder to predict comparatively few objects with 

strong semantic information by using a low-level MLP 

network in a decoder. Fig. 3 illustrates a general 

overview of a masked autoencoder. 

 

 
Fig. 3. The architecture of MAE. 

 

2.3.  Verifier 

The proposed verifier module acts as a corrector of 

the classifier module. For this purpose, we first train a 

large vision learner, which in our proposed pipeline is 

based on MAE to learn general representation of the two 

classes in the dataset. Then the generated feature maps 

are gathered in one group in order to find their medoids. 

Next, we train a binarized CNN-based classifier on these 

embeddings to identify if the input of the pipeline is 

homogenous with the medoids of the classifier’s 

decision. This way we can diagnose if the decision of the 

classifier is correct or not. 

 

2.4.  Transfer Learning 

    In the traditional supervised learning scenario of 

machine learning, we assume that we are given 

annotated data for the same task and domain when we 

want to train a model for some goal and domain A [29]. 

This is evident in Fig. 4, where the task and domain of 

our model A's training and test data are identical. 

 

 
Fig. 4. The procedure of transfer learning in machine 

learning-based algorithms. 

 

    When we do not have enough labeled data for the task 

or we care about to train a solid model, the conventional 

supervised learning paradigm fails. We could use a 

model that has been trained in a related domain, such as 

recognize pedestrians on nighttime photographs [30]. 

However, in fact, we frequently see a decline or collapse 

in performance because the model has carried over the 

bias from its training data and is unable to generalize to 

the new domain. We cannot even re-train an existing 

model to do a new job, like spotting bikers, because the 

labels for the different tasks are different. 

 

3.  RESULTS AND DISCUSSION 

3.1.  Dataset 

    In this paper, we introduce a newly collected of 5000 

fire images along with 5000 normal ones. The class of 

fire images contain a wide set of real-world fire images 

including fire in residential areas, forest fire, industrial 

areas, and etc. The normal images include hard examples 

of sunset scenes which resemble fire. Fig. 5  shows 

samples of the images from the collected dataset. 

 

 
Fig. 5. Samples from the dataset. 

 

3.2.  Evaluation metrics 

    This subsection introduces all the metrics which are 

used for evaluating the proposed algorithm. 
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 Confusion Matrix (CM): a matrix containing 

number of True Positive (TP) , True Negative 

(TN), False Positive (FP), and False Negative 

(FN) samples. 

 TP: positive samples correctly classified as 

positive 

 TN: negative samples correctly classified as 

negative 

 FN: positive samples incorrectly classified as 

negative 

 FP: negative samples incorrectly classified as 

positive 

 Accuracy: (TP + TN) / (TP+FP+TN+FN) 

 Sensitivity or recall: TP / TP+FN 

 Specificity: TN / TN + FP 

 Precision: TP/TP+FP 

 F1-Score: 2 * precision * recall / (precision + 

recall) 

 

3.3.  Classification Results 

    In this subsection, the achieved results are detailed. 

Figs. 6-10 show the CM achieved by the proposed 

classifier in a 5-fold cross validation setting. Also, Table 

1 contains the achieved accuracy, precision, recall and 

F1-Score for the classifier. 

 

 
Fig. 6. CM for fold 1 before verification. 

 

 
Fig. 7. CM for fold 2 before verification. 

 

 
Fig. 8. CM for fold 3 before verification. 

 

 
Fig. 9. CM for fold 4 before verification. 

 

 
Fig. 10. CM for fold 5 before verification. 

 

Table 1. Evaluation results based on the introduced 

metrics. 

Fold Accuracy Precision Recall F1-Score 

1 92.73 92.65 92.81 93.21 
2 93.11 93.15 93.14 93.17 
3 93.21 93.24 93.28 93.84 
4 92.10 92.16 92.54 92.29 

5 93.01 93.03 93.61 93.22 
 

3.4.  Verification Improvement 

    This subsection details the achieved CMs after 

verification module corrects the output of the classifier. 

Figs. 11-15 show the CMs after verification module is 

applied on the classifier’s decision. Further, Table 2 

shows the same metrics used in Table 1 after 

verification. 
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Fig. 11. CM for fold 1 after verification. 

 

 
Fig. 12. CM for fold 2 after verification. 

 

 
Fig. 13. CM for fold 3 after verification. 

 

 
Fig. 14. CM for fold 4 after verification. 

 
Fig. 15. CM for fold 5 after verification. 

 

Table 2. Evaluation results after verification based on 

the introduced metrics. 

Fold Accuracy Precision Recall F1-Score 

1 95.24 95.65 95.62 95.64 
2 95.13 95.19 95.51 95.27 
3 96.19 95.71 95.28 95.91 
4 95.18 95.25 95.46 95.31 

5 95.60 95.61 95.22 95.34 
 

As is seen from Table 1, it is proved that the verifier 

module successfully corrects the decision made by the 

classifier. To be more specific, the number of FN and FP 

samples are reduced after the verifier module is applied 

on the classifier. This is of great importance since the FN 

and FP samples in hazardous situations like forest fire 

can lead to mal-functioning in managerial procedures. 

According to Fig. 16, we can witness 3-4% improvement 

for the classifier.  

  

 
Fig. 16. Before and after verification accuracy, 

precision, recall, and F1-Score. 

 

4.  CONCLUSION 

    Since it can be difficult to locate the source of ignition 

in a timely manner, which commonly results in an 

increase in fire event intensity, wildfire detection is a 

time-critical application. This problem has generated a 

great deal of interest in the study of expert systems, and 

recent developments in deep learning for difficult visual 

interpretation tasks have opened up new research 
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directions. The effectiveness of deep learning-based 

models has recently piqued researchers' curiosity from a 

wide range of domains. CNNs in particular have 

emerged as the best method for computer vision 

problems. Therefore, we provide a CNN-based pipeline 

in this study for identifying and validating fire-related 

photos. 
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